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A Sensitive Matter

Foreword

The sensitivity of our climate to increasing concentrations of carbon dioxide is

at theheart of the scientificdebateonanthropogenic climate change, andalso

the public debate on the appropriate policy response to increasing carbon

dioxide in the atmosphere. Climate sensitivity and estimates of its uncertainty

are key inputs into the economic models that drive cost-benefit analyses and

estimates of the social cost of carbon.

The complexity and nuances of the issue of climate sensitivity to increasing

carbon dioxide are not easily discerned from reading the Summary for Pol-

icy Makers of the assessment reports undertaken by the Intergovernmental

Panel on Climate Change (IPCC). Further, the more detailed discussion of cli-

mate sensitivity in the text of the full Working Group I reports lacks context or

an explanation that is easily understood by anyone not actively reading the

published literature.

This report by Nic Lewis andMarcel Crok addresses this gap between the IPCC

assessments and the primary scientific literature, providing an overviewof the

different methods for estimating climate sensitivity and a historical perspec-

tive on IPCC’s assessments of climate sensitivity. The report also provides an

independent assessment of the different methods for estimating climate sen-

sitivity and a critique of the IPCC AR4 and AR5 assessments of climate sensitiv-

ity. It emphasizes the point that evidence for low climate sensitivity is piling

up. I find this report to be a useful contribution to scientific debate on this

topic, as well as an important contribution to the public dialogue and debate

on the subject of climate change policy.

I agreed to review this report and write this Foreword since I hold both au-

thors of this report in high regard. I have followed with interest Nic Lewis’

emergence as an independent climate scientist and his success in publishing

papers inmajor peer-reviewed journals on the topic of climate sensitivity, and

I have endeavored to support and publicize his research. I have interacted

with Marcel Crok over the years and appreciate his insightful analyses, most

recently as a participant in climatedialogue.org.

The collaboration of these two authors in writing this report has resulted in a

technically sound, well-organized and readily comprehensible report on the

scientific issues surrounding climate sensitivity and the deliberations of the

IPCC on this topic.
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While writing this Foreword, I considered the very few options available for

publishing a report such as this paper by Lewis and Crok. I am appreciative

of the GWPF for publishing and publicizing this report. Public accountability

of governmental and intergovernmental climate science and policy analysis is

enhanced by independent assessments of their conclusions and arguments.

Judith Curry

Atlanta, GA, USA

February 2014

Judith Curry is Professor and Chair of the School of Earth and Atmospheric Sci-

ences at theGeorgia Institute of Technology. She is a fellowof the AmericanMete-

orological Society, the AmericanAssociation for theAdvancement of Science, and

the American Geophysical Union.
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A Sensitive Matter

Executive summary

1. The scientific part (WGI) of the fifth IPCC assessment report (AR5), published

in final form in January 2014, contains some really encouraging information.1

Thebest observational evidence indicates our climate is considerably less sen-

sitive to greenhouse gases than climate scientists hadpreviously thought. The

clues and the relevant scientific papers are all mentioned in the full IPCC re-

port. However, this important conclusion is not drawn in the full report – it

is only mentioned as a possibility – and is ignored in the Summary for Policy-

makers (SPM).

2. Until AR5, for 30 years the scientific establishment’s best estimate and their

uncertainty range for climate sensitivity had hardly changed. The best esti-

mate for equilibrium climate sensitivity (ECS) started and ended at 3◦C and

the uncertainty range2 generally had a lower bound of 1.5◦C and an upper

bound of 4.5◦C.3 However, several recent studies give best estimates of be-

tween 1.5◦C and 2◦C, substantially lower than most earlier studies indicated.

3. In the IPCC Fourth Assessment Report (AR4), the empirical estimates of cli-

mate sensitivity were largely based not only on data that has nowbeen super-

seded, but also on an inappropriate statistical basis that biased them towards

higher values, thus making the global warming problem appear ‘worse’. In

AR5, many studies still use inappropriate data and/or statistical methodology.

However, there is now a body of empirical estimates of climate sensitivity, pre-

pared using soundmethodology and appropriate data, that give substantially

lower values – both of long-term warming and of transient warming towards

the end of this century – than climate model simulations.

4. Since the last IPCC report was prepared greenhouse gas concentrations

have continued to increase, yet global temperatures have not risen; more im-

portantly, estimates of the cooling efficacy of aerosol pollution have been cut.

This combination of factors is indicative of the climate system being less sen-

sitive to greenhouse gases than previously appeared to be the case. But the

new evidence about aerosol cooling is not reflected in the computer climate

models.

1The accepted final draft of the AR5 Working Group I report and the approved version of the Summary
for Policymakers (SPM) were published in September 2013. Corrected final versions of the SPM and the
full AR5 WGI report were released in January 2014.

2‘Likely’, defined as the central two-thirds probability in the last two IPCC reports; until then it was not
defined probabilistically.

3The fourth IPCC assessment report, published in 2007, increased the lower bound to 2◦C.
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5. Global climate models used to predict future climate change still generate

model climate sensitivities in the range 2–4.5◦C, averaging just over 3◦C. Large

parts of the IPCC reports are built around the computer model simulations.

Almost all the projections of future climate change are based on them,4 and

a complete chapter is devoted to model performance. Admitting in the IPCC

report that thebest observationally-based estimates5 of climate sensitivity are

nowonly 1.5–2◦Cwould imply that large parts of the AR5 report are out of line

with the latest scientific evidence.

6. In our view, the IPCC WGI scientists were saddled with a dilemma. How

should they deal with the discrepancy between climate sensitivity estimates

based on models and sound observational estimates that are consistent with

the new evidence about aerosol cooling? In conjunction with governments –

whohave the last sayon thewordingof theSPM– theyappear tohavedecided

to resolve this dilemma in the following way. First, they changed the ‘likely’

range for climate sensitivity slightly. It was 2–4.5◦C in AR4 in 2007. They have

now reduced the lower bound to 1.5◦C, making the range 1.5–4.5◦C. By doing

this they went some way to reflect the new, lower estimates that have been

published recently in the literature.

7. They also decided not to give a best estimate for climate sensitivity. The tra-

dition of giving a best estimate for climate sensitivity goes all the way back to

the Charney report in 1979, and all subsequent IPCC reports (except the third

assessment report in 2001) gave one aswell. In AR4 the best estimatewas 3◦C.

At the timeof approval of theSPMbygovernments in September 2013, thede-

cision not to give a best estimate for climate sensitivity was mentioned only

in a footnote in the SPM, citing ‘a lack of agreement on values across assessed

lines of evidence and studies’. Only in the final report, published in January

2014, was a paragraph added in the Technical Summary giving slightly more

explanation.

8. At a minimum, the SPM should have given a more informative explanation

of the decision to widen the ECS ‘likely’ range and not give any best estimate

for ECS. That couldhave taken the formof a straightforward statement that the

best-quality observational evidence, based on improved estimates of the ef-

fects of aerosol pollution and the extended record of warming now available,

4Projected warming increases less than proportionally with ECS due to the moderating effect of heat
uptake by the ocean. Projected warming in themodels could conceivably be in line with observational
evidence despite their ECS not being so. But it is not.

5Observationally-based methods do involve some limited use of models, but the ways they are used to
help derive climate sensitivity estimates from observations differ greatly from the way global climate
models are used to produce sensitivity estimates.
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points to a best estimate for ECS of 2◦C or slightly less, while evidence from

global climate models still suggests that it is about 3◦C or slightly more. We –

the authors of this report – were both expert reviewers of AR5 and in our re-

view comments suggested that the IPCC should go further and give separate

ranges for climate sensitivity based on models and on high quality observa-

tional studies.

9. In this report we suggest that the new observationally-based ‘likely’ range

could be 1.25–3.0◦C, with a best estimate of 1.75◦C.6 If the IPCC hadmade that

change – which would have been in line with the best quality scientific evi-

dence available – it would have been picked up by all the major news outlets

in the world as one of themajor, if not themajor, outcomes of the report. And

rightly so.

10. In AR5 the IPCC felt even more certain (95% certain, compared to 90% in

AR4) that humans have caused most (more than 50%) of the warming since

1950. The media treated this as the major conclusion of AR5, but it is in fact a

relatively trivial finding. The high-quality observationally-based estimates for

climate sensitivity discussed in this report assume that virtually all the mea-

sured warming (not just since 1950, but over the last 100–150 years) is due to

humans. The far more important question now is howmuch warming is likely

in the future under various scenarios.

11. Transient climate response (TCR), a measure of warming from a doubling

of carbon dioxide (CO2) over a seventy-year period, reflects ocean heat uptake

efficiency as well as climate sensitivity and is often seen as providing a better

guide to warming over the twenty-first century than ECS.7 AR5 lowers the 10–

90% range for TCR of 1–3◦C established in AR4 to a ‘likely’ range of 1–2.5◦C.

In this report, we suggest that an observationally-based ‘likely’ range for TCR

could reasonably be 1–2◦C, with a best estimate of 1.35◦C. The average TCR

for global climate models is much higher, at just under 2◦C.

12. These lower, observationally-based estimates for climate sensitivity and

TCR suggest that considerably lesswarmingand sea level rise is tobeexpected

in the future than the model projections imply. Projected future warming

basedon thebest observationally-basedestimateof TCR is 40–50% lower than

6This is based on giving precedence to high-quality estimates that use a long period of instrumental
temperature data, in linewithAR5’s appraisal of the different types of estimate, anddiscounting studies
with identified substantial failings.

7However, sea level response dependsmore on the relationship between ECS and TCR than on TCR itself.
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the IPCC’s model-based projected warming, and on the IPCC’s second high-

est emissions scenario cumulative warming would still be around the interna-

tional target of 2◦C in 2081–2100.

13. Our criticisms are directed at the IPCC as an organisation,8 on the con-

straints its process imposes, and on the excessive emphasis put on projec-

tions and other results derived from climate models. The scientists’ hands

were largely tied; the scopes and even titles of the various chapters had al-

ready been determined. Even discriminating between models would have

been awkward politically.

14. The purpose of the IPCC is ‘to assess on a comprehensive, objective, open

and transparentbasis the scientific, technical and socio-economic information

relevant tounderstanding the scientificbasis of risk of human-inducedclimate

change’.9 We believe that, due largely to the constraints the climate model-

orientated IPCC process imposed, theWGI report and the SPM failed to reflect

satisfactorily such an assessment in the case of climate sensitivity and TCR,

arguably the most important parameters in the climate discussion.

8The IPCC is not a research organisation, but its assessment report process significantly influences re-
search carried out by climate scientists, in particular that involving simulations by climate models.

9http://www.ipcc.ch/organization/organization_history.shtml.
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Introduction

At the end of September2013 the UN Intergovernmental Panel on Climate

Change (IPCC) launched the first and most important part of its fifth assess-

ment (AR5): the Working Group I (WGI) report, entitled Climate Change 2013,

The Physical Science Basis.10 Leaks of drafts of the document had been pub-

licised in the media for some time. The major conclusion of the report, pre-

sented in the Summary for Policymakers (SPM), was therefore no surprise to

many. The IPCC felt even more certain about the role of humans on the cli-

mate than in its last report in 2007. The SPM claims that scientists are now

95% certain (up from 90% in 2007) thatmost of thewarming since 1950 is due

to human influences.11

This report is a reaction to the AR5WGI report. We – the authors of this report

– were both expert reviewers of AR5. Many of our comments were related to

climate sensitivity, a key parameter in global warming discussions. This report

focuses on how AR5 dealt with climate sensitivity.

Put very simply, if the climate is very sensitive to greenhouse gases and there-

fore climate sensitivity is high, then we can expect substantial warming in the

coming century if greenhouse gas emissions are not severely reduced. If cli-

mate sensitivity is low, then future warming will be substantially lower, as will

the rise in sea level.

Climate sensitivity is defined as the amount of global surface warming that

occurs when the concentration of CO2 in the atmosphere doubles. The term

generally refers to the rise in temperature once the climate system has fully

warmed up, a process taking over a thousand years due to the enormous heat

capacity of the ocean. This so-called ’equilibrium climate sensitivity’ (ECS), is

the traditional and still most widely used measure. In practice what is more

commonly estimated12 is ‘effective climate sensitivity’, a close approximation

10The final WGI report, published on 30 January 2014, can be downloaded freely at http://www.
climatechange2013.org/ . There were a fair number of changes, mostly minor, in the full report from
the accepted version released at the end of September 2013. Minor correctionswere alsomade to two
sections of the SPM approved in September 2013. References to AR5 in this report should be read as
referring to the AR5 WGI report except where the context requires otherwise.

11There is some confusion about this major conclusion. AR5 repeated the claim of AR4 that it is very
likely (90% certain) that anthropogenic greenhouse gases are responsible for more than 50% of the
warming since 1950. They increased the level to extremely likely (95% certain) though for the broader
term ‘human influences’. This includes other human influences such as soot, sulphate aerosols and
land-use changes. According to AR5’s best estimates, all warming since 1950 is due to anthropogenic
influences.

12Including for global climate models. Note that by convention equilibrium climate sensitivity excludes
adjustment by slow components of the climate system (e.g. ice sheets, vegetation).
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to ECS that it is more practical to work with. The two terms are treated as syn-

onymous in this report, as in effect they are in AR5.

A shorter-term measure of sensitivity, transient climate response (TCR), rep-

resents the extent of global warming over a 70 year timeframe during which

CO2 concentrations double.
13 TCR can be estimatedmore easily than ECS, and

is more relevant to projections of warming – although not sea level rise – over

the rest of this century.14 We show estimates for both ECS and TCR later in this

report.15

One could argue that the concept of climate sensitivity is rather simplistic.

However, studies utilising complex global climate models indicate that the

changes in many climatic variables of interest that are projected to occur at

a particular increase in global mean temperature scale pro rata with differ-

ent changes in global mean temperature.16 That supports the usefulness of a

global climate sensitivity measure.

Whilst a lot can be said about the relevance of the climate sensitivity concept,

the fact is that it hasplayedand still plays a key role in thedebates aboutglobal

warming, not only in scientific but also in political discussions.

In the international policy arena, the ultimate, two-decade-old goal is to limit

global warming to a level that prevents ‘dangerous human interference’ with

the climate, in thewordsof theUNFrameworkConventiononClimateChange.

In recent years this has been defined – somewhat arbitrarily – as preventing

warming to more than 2◦C above preindustrial temperatures. We are already

about 0.8◦Cof theway to this level ofwarming andhave only 1.2◦C to go. With

a climate sensitivity of 3◦C, consistent with climate models, 2◦C of warming

will very probably be reached later this century, depending mainly on how

quickly emissions of greenhouse gases rise.

13The increase in CO2 is specified to occur at a constant compound rate over the period, but modest
fluctuations in the rate are unimportant. Estimation of TCR is unaffected by the actual rate of increase
provided that the increase in global temperature is scaled appropriately, and TCR is little affected by
moderate variations in the ramp period: between 60 and 80 years, at least.

14Although TCR is easier to estimate, unlike ECS it does not have a useful interpretation in terms of the
physics of the climate system. TCR is lower than ECS because heat going into the ocean contributes to
the value of ECS but not to TCR.

15The warming influence of CO2 increases with the logarithm of its concentration. ECS and TCR can be
used to work out the global surface temperature rise from a change in CO2 concentration other than
a doubling by scaling them pro rata to the change in log2(CO2 concentration).

16Harris et al. (2006) found that the equilibrium spatial response pattern to a doubling of CO2 concen-
tration provided a good approximation to the pattern throughout a period of increasing CO2 concen-
tration. See also Section 12.4.2 of AR5 WGI.
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The scientific validity of the two-degree target has been questioned.17 For ex-

ample Jaeger (2011) noted that:

The 2◦ limit has emerged nearly by chance, and it has evolved in a some-

what contradictory fashion: policy makers have treated it as a scientific

finding, scientists as apolitical issue. It has beenpresented as a threshold

separating a domain of safety from one of catastrophe, and as an opti-

mal strategy balancing costs and benefits. We propose to use it as a focal

point in a coordination game, where a multitude of actors need to find

a new coordination equilibrium in the face of climate risks.

Tol (2007) concluded that ‘this target is supported by rather thin arguments,

based on inadequate methods, sloppy reasoning, and selective citation from

a very narrow set of studies’. Nevertheless, in a very apt 1998 paper Van der

Sluijs noted that the concept of climate sensitivity ‘acts as an “anchor” that

fixes the scientific basis for the climate policy debate’.18 For this reason the

conceptof climate sensitivity andderivativemeasures suchas TCR remain very

important, both in the scientific and policy arenas.

Unexpected decision in AR5

For over thirty years international assessments, including those of the IPCC,

have presented both an uncertainty range and, generally, a best estimate for

ECS. In most cases, the uncertainty range has been 1.5–4.5◦C and the best es-

timate 3◦C. In AR419 the rangewas adjusted slightly upwards to 2–4.5◦C,20 but

AR5 reduced the lower bound down to 1.5◦C, returning to the earlier range

of 1.5–4.5◦C for ECS and in effect admitting that the assessment in AR4 was

suspect. However, AR5 gave no best estimate for ECS.

Given the importance of this decision one would have expected the SPM, and

the accepted version of the full AR5 report, released a few days later, to have

gone into some detail about the reasons for not giving a best estimate. How-

ever, this was not the case. The policymaker and interested reader are left with

footnote 16 in the SPM which says:

17Jaeger and Jaeger (2011); Tol (2007).
18Van der Sluijs et al. (1998).
19The fourth IPCC assessment report, published in 2007.
20‘Likely’ range defined as 66% or higher probability – implicitly a 17–83% probability range – in AR4
and AR5; until then not defined probabilistically.
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Nobest estimate for equilibriumclimate sensitivity cannowbegivenbe-

cause of a lack of agreement on values across assessed lines of evidence

and studies.

The value of ECS is arguably themost important parameter in climate science,

and the decision not to offer any guidance as to whether its best estimate lies

towards the bottom, in themiddle or towards the top of the ’likely’ range was

unexpected.21 To find only a limited explanation and then only in a footnote

is rather surprising.

The full paragraph about climate sensitivity reads as follows (our emphasis):22

The equilibriumclimate sensitivity quantifies the responseof the climate

system to constant radiative forcing on multi-century time scales. It is

defined as the change in global mean surface temperature at equilib-

rium that is caused by a doubling of the atmospheric CO2 concentration.

Equilibrium climate sensitivity is likely in the range 1.5◦C to 4.5◦C (high

confidence), extremely unlikely less than1◦C (high confidence), and very

unlikely greater than 6◦C (medium confidence). The lower temperature

limit of the assessed likely range is thus less than the 2◦C in the AR4,

but the upper limit is the same. This assessment reflects improved under-

standing, the extended temperature record in the atmosphere and ocean,

and new estimates of radiative forcing. {TFE6.1, Figure 1; Box 12.2}

The clue behind the decision not to give a best estimate is contained in the

final sentence of this paragraph, whichwe believe few policymakers will have

noted. With this sentence the IPCC indicates that it had to reduce the lower

bound for ECS to 1.5◦Cbasedon ‘improvedunderstanding, the extended tem-

perature record in the atmosphere and ocean, and new estimates of radia-

tive forcing’. We agree with the above sentence but we believe the conse-

quences of the ‘improved understanding’ are further reaching than the AR5

report would lead us to believe. In this report we will explain why.

21The AR5 WGI Second Order Draft stated about ECS, in Box 12.2, ‘The most likely value remains near
3◦C.’

22In Section D.2 of the SPM. The concept of radiative forcing is explained in the ‘Energy budget ECS
estimates’ subsection; see p. 17.
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History of climate sensitivity estimates

The concept of climate sensitivity goes all the way back to the work of Ar-

rhenius (1896), one of the founding fathers of the greenhouse theory, who

first considered the effect of doubling CO2 concentrations on the atmosphere.

Later, in the 1960s and 1970s, computations with more comprehensive mod-

els confirmed the calculations of Arrhenius and the concept of climate sensi-

tivity became firmly established.23

A National Academy of Sciences’ report in 1979 (the Charney report) is re-

garded as the first major assessment of climate sensitivity. By that time, es-

timates of climate sensitivity were already based on numerical climate mod-

els, so-called general circulation models (GCMs; also known as global climate

models). At the time of the Charney report only two models were available.

One had a climate sensitivity of 2◦C and the other of 4◦C, explaining the best

estimate of 3◦C.

Table1: Evolutionof equilibriumclimate sensitivity estimates in the

last 35 years and the range for transient climate response since 2001

ECS ECS TCR

Range Best estimate Range

(◦C) (◦C) (◦C)

Charney Report 1979 1.5–4.5 3.0

NAS Report 1983 1.5–4.5 3.0

Villach Conference 1985 1.5–4.5 3.0

IPCC First Assessment 1990 1.5–4.5 2.5

IPCC Second Assessment 1995 1.5–4.5 2.5

IPCC Third Assessment 2001 1.5–4.5 None given 1.1–3.1a

IPCC Fourth Assessment 2007 2.0–4.5b 3.0 1.0–3.0c

IPCC Fifth Assessment 2013 1.5–4.5d None given 1.0–2.5d

aRange for AOGCMs; bLikely (17–83%) range; prior to AR4, ranges were not clearly defined
in probabilistic terms. c10–90% range. d Likely range.

Table 1 shows the evolution of both the range and the best estimate of ECS

over the last 35 years. As one can see, not much has changed. The table also

shows the evolution of the range for TCR since it was first given in 2001. Best

estimates of TCR have not been published in any of these reports.

23Schlesinger et al. (2007).
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GCM simulations have always played a key role in determining ECS. Originally

GCM estimates of ECS did not fully model the ocean, but nowGCMswith cou-

pled atmosphere and ocean (AOGCMs) are used. AOGCMs have varying cli-

mate sensitivities but their average ECS is around 3◦C, close to the value that

has generally been the best estimate for the last 35 years. As one can see from

the table, ECS best estimates have always fallen approximately in the middle

of the range given.

The TCR of climatemodels can also be calculated from themodel simulations.

The average TCR of current AOGCMs is 1.8◦C or so.

Van der Sluijs (1998) considered the reasons why the range for climate sen-

sitivity has changed so little over a period in which the science has evolved

enormously.24 He concluded that the range was only partly determined by

the science itself and that many other factors played a role. One of these was

‘a need to create and maintain a robust scientific basis’ for policy action.

As this report will make clear, Van der Sluijs’s conclusions about the period

prior to 1998 apply just as much to the present day. However, we will argue

that the observational evidence supporting a substantial change in both the

range and the best estimate for climate sensitivity is now so strong that any

serious scientific assessment should discuss it.

Observations indicate a low climate sensitivity

Since the Charney report of 1979, GCMs have been an important tool for es-

timating climate sensitivity. Indeed, until the final years of the twentieth cen-

tury the emerging anthropogenic signal was too small in relation to the noise

of internal climate variability andmeasurement error for reliable direct obser-

vational estimation of ECS.

However, since then the signal has become stronger and it has become possi-

ble to derive well-constrained estimates of ECS using observational data from

the instrumental period; that is, the period since around 1850, the date after

which sufficient temperature measurements existed to combine them into a

global average temperature. The IPCC calls such estimates ‘Instrumental’.25

24Van der Sluijs et al. (1998).
25Observationally-based ECS estimationmethods do involve some use of models, but the ways they are
used to help derive climate sensitivity estimates from observations are very different from the way
AOGCMs are used to produce sensitivity estimates.
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Energy budget ECS estimates

In 2002, the UK scientist Jonathan Gregory and colleagues published a paper

that set out a simple and straightforward method of deducing climate sensi-

tivity from observations.26 The authors described the advantage of their new

method in their abstract:

Because the method does not use the climate sensitivity simulated by a

general circulation model, it provides an independent observationally-

based constraint on this important parameter of the climate system.

Because of the importance of this robust ‘energy budget’ method of estimat-

ing climate sensitivity, we will explain it in some detail.

In equilibrium, incoming radiation from the sun at the top of the atmosphere

(TOA) is balanced partly by reflected solar radiation but mainly by infrared ra-

diation from the atmosphere and, to an extent, direct from the surface. When

the concentration of greenhouse gases rises, making the atmosphere more

opaque to infrared radiation, orwhenotherdriversofglobalwarming increase,

a TOA radiation imbalance results. In other words, assuming surface temper-

ature does not rise to compensate, less infrared radiation goes out than the

net amount of sunlight that comes in. This imbalance is called the (radiative)

forcing on the climate system (RF, measured in watts per square metre: W/m2

or Wm−2).

Suppose between two separate periods27 one measures the changes in:

• mean forcing and

• the rate of increase in the Earth’s climate system heat content.

Since during each period energy must be conserved, the difference between

these two changes must have been counteracted by the increasing radiation

caused by a rise in mean global surface temperature. From knowledge of all

26Gregory et al. (2002).
27Typically respectively early and late in the instrumental period, and each at least a decade long to
minimise the uncertainty arising from the effects of natural internal climate system variability, which
must be allowed for.
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these changes, togetherwith the forcing causedby adoubling of atmospheric

CO2 concentration (F 2×CO2
), one can deduce ECS.28

The energy budget method is also described in AR5, where it is pointed out

that the calculation of ECS involved follows from the conservation of energy.29

AR5 puts it well:

ECS= F 2×CO2
/α , where α is the sensitivity parameter representing the

net increase in energyflux to spaceper degreeofwarminggiven all feed-

backs operating on these timescales. Hence, by conservation of energy,

ECS= F 2×CO2
×∆T/(∆F − ∆Q), where ∆Q is the change in the rate of

increase of climate system heat content in response to the forcing ∆F .

As energy budget estimates of ECS are directly grounded in basic physics and

involve limited additional assumptions, unlike those from all other methods

(including AOGCMs), they are particularly robust. Themethod does, however,

rely on the use of reliable and reasonably well-constrained estimates of:

• changes in global mean total forcing

• TOA radiative imbalance (or its counterpart, climate system – very largely

ocean – heat uptake)

• global mean temperature.

But providing that this is done, there seems little doubt that this approach

should provide the most robust ECS estimates. Energy budget estimates in

effect represent a gold standard.

The most important anthropogenic changes in the troposphere are:

28Given knowledge of what the forcing resulting from a doubling of atmospheric CO2 concentrations
(F 2×CO2 ) is, ECS can be derived as follows: ECS = F 2×CO2 ×∆T/(∆F −∆Q), where∆T is the change
in global temperature,∆F the change in forcing and∆Q the change in ocean heat uptake rate. While
heat uptake by the atmosphere, ice and other non-ocean components of the Earth’s climate system
should in principle also be allowed for, they are almost negligible in relation to ocean heat uptake.
Where the increase in forcing ∆F ends with, and mainly occurs during, an approximation to a ramp
lasting 60–80 years, TCR may likewise be estimated as TCR = F 2×CO2×∆T/∆F . Note that estimation
of forcings is assisted by some use of climate models. ECS and TCR estimates from energy budget
methods can be affected by factors such as internal climate system variability, and assume that the
physical relationships represented by these equations are stable over time and hold for a somewhat
warmer climate than today’s. But other observationally-basedmethods of estimating ECS and TCR are
also affected by these and/or worse issues and generally involve substantially more assumptions.

29Section 10.8.1 of WGI. For clarity, the implicit multiplication sign in the second formula quoted has
been made explicit.
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• the increase ingreenhousegases,which leads to apositive forcing, implying

warming

• the increase in aerosols, which by increasing reflection of incoming sunlight

is thought, on balance, to lead to a negative forcing and therefore cooling.

Unlike themain greenhouse gases, the lifetime of aerosols in the troposphere

is very short – only days to weeks – because they are removed from the atmo-

sphere by rain.

The radiative effect of greenhouse gases is fairly well understood. However,

the effect of aerosols is still rather uncertain. Deriving aerosol forcing from

observations is difficult, and was not practicable prior to the development of

suitable satellite instrumentation.

Gregory et al. compared the state of the climate between the two periods

1861–1900 and 1957–1994. Back in 2002 the authors had to use an estimate

for aerosol forcing derived from climate models and not from observations,30

so the studywas not fully observationally-based. Their best estimate31 for ECS

came out at 6.1◦C with a range of 1.6◦C to infinity and was presented, trun-

cated at 10◦C, in a prominent figure in AR4.32

One of this report’s authors (Lewis) worked his way through the Gregory et

al. method. He discovered that Gregory’s data for heat uptake in the oceans

over 1957–1994 came from an erroneous dataset 33 that was corrected down-

wards in 2005, and that the total forcing change estimate Gregory had used

was only half that used by NASA in their well-known GISS climate model. The

combination of a low forcing change and a high ocean heat uptake change

led to a high ECS estimate, with a very long upper tail. Use of the corrected

ocean heat content (OHC) dataset and GISS model forcings reduced the ECS

best estimate from6.1◦C to 1.8◦Candgave adistribution thatwasmuchbetter

constrained.34

30Although Gregory used an attribution method to scale the model-estimated aerosol forcing by refer-
ence to observations, the scaled model aerosol forcing change was over double that per the AR5 best
estimate. Gregory also had to use amodel estimate for ocean heat uptake during 1861–1900, but that
factor was much smaller than aerosol forcing.

31All the best estimates given for ECS and TCR are medians.
32http://www.ipcc.ch/publications_and_data/ar4/wg1/en/figure-9-20.html. Reproduced in Figure 1.
33Levitus et al. (2000).
34http://www.judithcurry.com/2011/07/07/climate-sensitivity-follow-up/. Note thatuseof theAR5 forc-
ing best estimates rather than GISS model forcings would have reduced the ECS best estimate even
further.

19

http://www.judithcurry.com/2011/07/07/climate-sensitivity-follow-up/
http://www.ipcc.ch/publications_and_data/ar4/wg1/en/figure-9-20.html


Figure 1: Replication of PDFs from Figure 9.20 in AR4 WGI

The dotted black line is an addition to those appearing in Figure 9.20 and shows the original

results of Forster and Gregory (2006). All PDFs were scaled in AR4 to allocate all probability (one

in total) between 0◦C and 10◦C.

HowAR4 got sensitivity estimation wrong

Before discussing how climate sensitivity was treated in the AR5 report, it is

useful to discuss how it was presented in AR4, published in 2007. Figure 9.20

in AR4 WGI gave estimated probability density functions (PDFs) for eight ob-

servationally based ECS studies (one a last-millenniumpalaeoclimate study35).

These PDFs are replicated in Figure 1. The dotted black line is our addition to

those appearing in Figure 9.20. Wewill comment briefly on the various studies

to which these PDFs relate.

In Figure 1, most of the instrumental ECS estimates based on warming dur-

ing a substantial part or all of the instrumental period involve comparing ob-

servations of climatic variables – usually more than just global mean surface

35Estimates from earlier periods, based on proxy data, are called ‘palaeoclimate’ estimates by the IPCC.
As we discuss later, these involve greater uncertainties and do not narrow the ECS range derived from
instrumental estimates.
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temperature – at different timeswithmultiple simulations by a simple or inter-

mediate complexity climate model (model–observation comparison studies).

Unlike AOGCMs, thesemodels have adjustable parameters calibrated in terms

of the model sensitivity and, often, other key climate system characteristics

such as aerosol forcing and ocean heat uptake efficiency that are estimated

alongside ECS. The closeness of the overall match betweenmodelled and ob-

served values at each setting of the model parameters36 indicates how likely

it is that setting represents the true values of those parameters.

Most of the studies adopted a Bayesian statistical approach. Bayesian analy-

sis allows for the possibility that the researcher had some prior information

as well, and the new data should merely update the prior estimate. Thus,

rather than simply calculating a result, aweighting scheme is used to allow the

new data tomodify, rather than entirely replace, the prior understanding. The

Bayesian approach is well suited to dealing with uncertain parameters and its

use is not particularly controversial. But readers of scientific reports based on

Bayesian analysis can easily overlook the fact that the choice of prior can sig-

nificantly affect the result. If the chosen prior is itself controversial, this sharply

downgrades the robustness of any findings.

Although the design of scientific studies may be informed by existing knowl-

edge, once designed it is normal for their results only to reflect knowledge

gained from the data used. Therefore, it is necessary for the prior estimate

properly to represent, in mathematical terms, ignorance about climate sensi-

tivity, not what the researcher believes about it before seeing the new data.

In other words, the prior should be chosen to have minimal influence on the

resulting ECS estimate: it should let the data speak for themselves. Hardly any

of the priors used in AR4 and AR5 satisfied this requirement.

The Gregory et al. (2002) estimate has already been discussed. All the other

studies, apart fromForster andGregory (2006),wereof themodel–observation

comparison type, one being a palaeoclimate study. That study, Hegerl et al.

(2006), did not provide any useful constraint on ECS. Likewise, Knutti et al.

(2002) found that their observational constraints did not enable a well con-

strained ECS estimate to be produced; they did place a lower limit of 1.2◦C on

ECS, but that figure was biased upwards by use of the same erroneous OHC

36Howprobable, given the uncertainties, obtaining the observed valueswas if themodelled valueswere
correct.
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dataset asGregory et al. (2002). Moreover, both these studies used inappropri-

ate ‘uniform priors’37 for ECS, biasing their estimates upwards. Since AR4, the

use of a uniform prior for estimating ECS has been strongly criticised.38 Three

of the remaining studies used uniform priors both for ECS and ocean heat up-

take efficiency, which biased their ECS estimates evenmore strongly upwards.

Of those three studies, one39was also affectedby statistical errors andpoor ex-

perimental design, another40 usederroneousOHCdata, and the third41wasaf-

fected by both these errors. Another study, Andronova and Schlesinger (2001)

hadunrealistic forcing assumptions and also appears to havebeen affectedby

an error in its computer code that substantially biasedupwards its estimate for

ECS.42

That leaves only one ECS study featured in AR4 to consider: Forster and Gre-

gory (2006). Unlike all the other instrumental studies, it derived an estimate

that was almost fully based on observations and did not have evident flaws

such as faulty data or methodology. Forster and Gregory used satellite mea-

surements of changes in the Earth’s TOA energy imbalance and related those

to changes in the global temperature. This gives a direct estimate of climate

sensitivity, with little dependence on changes in aerosols.43 In their original

paper the results were fairly tightly constrained, meaning that the range of

possible values for climate sensitivity was limited. Their best estimate was

1.6◦C, their likely range was 1.2–2.5◦C, and only 5% of their probability dis-

tribution lay above 4.1◦C.

However, in AR4 the IPCC misrepresented the Forster and Gregory results by

restating them on the inappropriate ‘uniform prior in ECS’ basis. The IPCC

37Equally weighting all possible values of a parameter within a wide (or unlimited) range initially, before
weighting (at each such value) by the probability of obtaining the actual data. Typically, using uniform
priors would be correct if the data used to estimate the parameters were linearly related to them.
But where, as for these climate system parameters, the relationships are highly nonlinear then use of
uniform priors greatly distorts estimation (unless the PDF is very narrow).

38Annan andHargreaves (2011)wrote ‘the uniformpriorswhich have beenwidely used represent beliefs
that in our opinion are extreme and difficult to justify’. Jewson (2013) stated that ‘Flat [uniform] priors
can almost never be justified. . . ’ and said that none of the discussed AR4 climate sensitivity studies
that used themwould give reliable estimates.

39Forest et al. (2006).
40Frame et al. (2005).
41Forest et al. (2002).
42See Ring et al. (2012).
43Although, as discussed in footnote 61, a study of this nature cannot readily distinguish the effects
of cloud changes that are a response to surface temperature changes from independent natural in-
ternal cloud variability, Forster and Gregory concluded that this, in conjunction with the regression
method used, was more likely to bias their ECS estimate upwards than downwards. In addition, the
inclusion of 1992, the year when global temperature was significantly depressed by the eruption of
Mount Pinatubo, is likely to have diluted the confounding effects of internal cloud variability.
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curve – the solid black line in Figure 1 – is substantially skewed towards higher

climate sensitivities and has amuch fatter tail than the original results curve –

shown in Figure 1 by the dotted black line. The top of the ‘likely’ range dou-

bles, from 2.5 to 5.0◦C, and the best estimate increases from 1.6 to 2.4◦C.

AR4 contained several errors, including the well-publicised overestimate of

the speed at which Himalayan glaciers might melt. However, the IPCC’s de-

fenders point out that such errors were inadvertent and inconsequential: they

did not undermine the scientific basis of AR4. However, the distortion de-

scribed here, which came about through the IPCC’s unwarranted alteration of

a peer-reviewed result, took place in the core scientific WGI report. This error

was highly consequential,44 since it involved the only good-quality empirical

estimate of ECS cited by the IPCC, and the alteration substantially increased

the apparent risk of high warming from increases in CO2 concentration.

The message here is clear. AR4, published in 2007, could already have con-

cluded from the instrumental evidence that the sensitivity of our real climate

might well be lower than the 2◦C lower limit that AOGCMs continued to sug-

gest. Instead the IPCCAR4authors actually raised the lower boundof the likely

range for climate sensitivity from 1.5 to 2◦C, while retaining a best estimate of

3◦C. Note that the best estimate from the Forster and Gregory (2006) paper

(1.6◦C) fell outside this likely range.

The good news in AR5

Aerosols are – by their cooling effect on the climate – thought to have coun-

teracted some of the warming from greenhouse gases. The effect of aerosols

is the biggest uncertainty in estimates of total anthropogenic forcing. Knowl-

edgeof aerosols is therefore of crucial importance for estimates of climate sen-

sitivity.

And this is where the AR5 report has some excellent news: its estimates of the

cooling effect of aerosols are substantially lower than those in AR4. This in

turn implies that sensitivity to greenhouse gases – both ECS and TCR – must

be lower. The reasoning goes as follows.

44The IPCCdoes not accept that itwas an ‘error’, on the grounds that the alteration of the Forster andGre-
gory (2006) PDF (although not its effect) was disclosed and is permissible under a subjective Bayesian
philosophy (under which probability has no objective meaning). However, from a scientific viewpoint
the altered statistical basis is indefensible.
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We have had around 0.8◦C of warming in the past one and a half centuries.

The AR5 report presents evidence that this warming is almost entirely the re-

sult of a change in forcing, predominantly anthropogenic, with internal vari-

ability playing only a minor role. Since AR4 the concentration of greenhouse

gases and the forcing they cause has increased, but although there has been

little change in the emissions of aerosol-causing pollutants, the best estimate

of aerosol forcing has come down substantially, from −1.3 W/m2 in AR4 to

−0.9 W/m2 in AR5. This is purely a matter of what the IPCC called ‘improved

understanding’. As a result, the estimated net anthropogenic forcing has in-

creased considerably, to 2.29 W/m2. This is also reported in the SPM, which

states (our emphasis):

The total anthropogenic RF for 2011 relative to 1750 is 2.29 [1.13 to

3.33] Wm−2 (see Figure SPM.5), and it has increased more rapidly since

1970 than during prior decades. The total anthropogenic RF best estimate

for 2011 is 43% higher than that reported in AR4 for the year 2005. This is

caused by a combination of continued growth in most greenhouse gas

concentrations and improved estimates of RF by aerosols indicating a

weaker net cooling effect (negative RF). {8.5}

So, since AR4, estimates of the total anthropogenic radiative forcing are 43%

higher and yet global temperatures remain almost unchanged.45 Therefore,

the same 0.8◦C warming now has to be spread over considerably more units

of forcing. Logically there is 30%46 less warming per unit of forcing. But the

warming per unit of forcing is a measure of climate sensitivity, in this case a

measure close to TCR, and not ECS, since most of the increase in forcing has

occurred over the last 60–70 years.

As AR5 states,47 where there is an increase in forcing spread over a 70-year

timescale, TCR is given by the following formula:

TCR =

Increase in temperature

Increase in forcing
× Forcing due to doubling CO2

The increase in temperature is almost the samenowas forAR4. But the change

in forcing is on the bottom of the fraction term: as it gets larger, the fraction

must get smaller. Since the forcingdue to adoublingofCO2 factor (F 2×CO2
) has

45The global surface temperaturewasmarginally lower in 2012 than in 2007, aswas the trailing pentadal
mean temperature. The trailing decadal mean temperature was marginally higher.

46100%− 100%/143% = 30%. The change in estimated total forcing between AR4 and AR5 is predomi-
nantly in anthropogenic forcing.

47Section 10.8.1.
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remained the same, the value of TCR must also fall as the increase in forcing

rises. One can easily calculate what value of TCR is implied by the new AR5

forcing best estimates. AR5 estimates the forcing due to a doubling of CO2 as

3.71 W/m2. Therefore,

TCR =

0.8◦C

2.29Wm−2
× 3.71Wm−2

= 1.30◦C

The implied value for TCR is just 1.3◦C –much lower than the average value of

between 1.8◦C and 1.9◦C from GCM estimates.

If we dig a little deeper into the full AR5 report the news gets even better.

The best estimate the IPCC gives for total aerosol forcing is not fully based

on observations. It is a composite of estimates derived from simulations by

global climate models and from satellite observations. Six studies based on

satellite-observations48 with amean best estimate of−0.78W/m2 were taken

into account in deciding on the −0.9 W/m2 AR5 composite best estimate of

total aerosol forcing. So a best estimate for aerosol forcing based purely on

satellite observations would be even smaller than the −0.9 W/m2 that AR5

reports.

An ECS estimate based on AR5 estimates of changes in

forcing and climate system heat uptake

We can use the robust energy-budget method of the Gregory 2002 paper to

put all the AR5 data together, up to the most recent year.49 We compare the

periods 1859–1882 and1995–2011. These twoperiods are the longest ones in,

respectively, the earliest and latest parts of the instrumental period that were

largely unaffected by major volcanic eruptions, the effects of which could af-

fect ECS estimates. Another advantage of using the 1995–2011 period is that

over this period the various datasets agree fairly well about changes in OHC.50

We scale the aerosol component of AR5 total forcing estimates to match the

recent satellite observation based mean of −0.78 W/m2. Putting this all to-

gether gives a best estimate for ECS of 1.7◦C, and of 1.30◦C for TCR. Using AR5

48Out of nine satellite studies with best estimates ranging from −0.09 W/m2 to −0.95 W/m2 shown in
Figure 7.19 of AR5.

49The HadCRUT4 v2 surface temperature record is used, as the other principal datasets do not extend
back before 1880.

50Tobe conservative, wededuct only half (0.08W/m2) the allowanceGregory et al. (2002)made for ocean
heat uptake in the early period.
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forcing estimates without scaling aerosol forcing would give a best estimate

for ECS of 1.76◦C, and of 1.36◦C for TCR.

So, based on the most up-to-date numbers from the IPCC report itself and

using the most robust methodology, one arrives at observationally-based es-

timates for ECS and TCR that are very low: the ECS best estimate of 1.7◦C is

very close to the AR5 lower bound of 1.5◦C and the TCR best estimate of 1.3◦C

is close to the AR5 lower bound of 1◦C.

Evidence for low climate sensitivity piling up

Over the last two years several estimates of ECS have been published in the

peer-reviewed literatureusingdata fromthe instrumental periodandmethod-

ology that appears satisfactory.51 In particular, they incorporate observation-

ally based aerosol forcing estimates. One of us (Lewis) was sole author of one

of those studies, which is cited in several places in AR5 WGI. He is also a co-

author of Otto et al. (2013), which is a notable paper because almost all of its

other fifteen co-authors are also lead or coordinating lead authors of chapters

of the AR5WGI report that are relevant to the estimation of climate sensitivity.

In his own study Lewis comes upwith a best estimate for climate sensitivity of

1.6◦C, with a ‘likely’ range of 1.3–2.2◦C.52 The Otto et al. study gives a slightly

higher sensitivity of 2.0◦C , with a likely range of 1.5–2.8◦C.53

All of the studies referred to were published in time to be included in AR5. All

of them find best estimates for climate sensitivity of between 1.6◦C and 2◦C.

These are shown in Table 2, which also gives the best estimates and ranges for

ECS in AR4 and AR5, both the overall assessments and the estimates based on

AOGCMs alone.

Ring et al. (2012), Aldrin et al. (2012), Lewis (2013) and Otto et al. (2013) are

all based on observations encompassing the greater part of the instrumental

period, and all use OHC as well as surface temperature measurements. Their

51Aldrin et al. (2012), Ring et al. (2012), Lewis (2013)and Otto et al. (2013).
52With non-aerosol forcing and observational surface temperature uncertainties incorporated
53Using data from the most recent decade considered, 2000–09, which arguably should provide the
most reliable results. The Otto et al. study could have obtained a lower climate sensitivity best esti-
mate had it used a different source of recent heat uptake data. See http://bishophill.squarespace.com/
blog/2013/5/19/new-energy-budget-derived-estimates-of-climate-sensitivity-a.html. Using theheat
uptake estimate from Loeb et al. (2012) would have resulted in a best estimate for ECS of 1.7◦C, reduc-
ing to 1.6◦C if the 2000–09 period were extended to 2012.
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Table 2: Comparison of estimates for ECS from recent empirical studies

that incorporate observationally-based aerosol forcing estimates, from

models and from the IPCC reports

Study Best estimate Likely range

From To
◦C ◦C ◦C

Ring et al. 2012 (using 4 surface temperature

datasets)

1.80 1.4 2.0a

Aldrin et al. 2012 (main results) 1.76b 1.3 2.5

Lewis 2013 (preferred main resultsc) 1.64 1.3 2.2

Otto et al. 2013 (2000s data) 2.00 1.5 2.8

Otto et al. 2013 (1970–2009 data) 1.91 1.3 3.0

Average of the aboved 1.79e 1.3 2.4f

CMIP3 models (per AR4 Table 8.2) 3.20 2.1 4.4g

CMIP5 models (per AR5 Table 9.5) 2.89h 1.9 4.5i

IPCC AR4 3.00 2.0 4.5

IPCC AR5 None given 1.5 4.5

aNon-probabilistic range of 4 best estimates. b1.53◦C when using a uniform in 1/ECS prior dis-
tribution, which appears to be more objective than the main results uniform in ECS prior. cSee
footnote 52. dGiving a 50% weight to each of the two Otto 2013 estimates. e1.73◦C using the

alternative Aldrin estimate based on the more objective prior for ECS. f1.3–2.5◦C based only on
the probabilistic ranges, so excluding that for Ring et al. (2012). g5–95% statistical fit range, but
effectively downgraded in AR4 by incorporation within the 17–83% ‘likely’ range. It is not in fact
clear that ECS ranges derived from an ensemble of climate models have a valid probabilistic in-
terpretation. hThe AR5 CMIP5 models have a mean ECS of 3.22◦C but a median (best estimate)
ECS of 2.89◦C. For the AR4 CMIP3 models the median ECS was in line with the mean ECS. i5–95%
statistical fit range, downgraded as in AR4.

rangesmake allowance for natural internal variability and other sources of un-

certainty.54

Otto applied the energy budget equation to estimate ECS and TCR, using forc-

ing, ocean heat uptake and global surface temperature data from four individ-

ual decades and for the full 40-year period 1970–2009, taking changeswith re-

spect to the period 1860–1879. Forcing was strongest during the final decade

2000–2009, which was also little affected by volcanic activity, resulting in ar-

guably the most reliable estimates of ECS and TCR. The estimates based on

the full 40-year period are probably next most reliable, since the smaller im-

pact of internal variability over the longer periodpartially compensates for the

weaker average forcing. In fact, best ECS estimates based on data for just the

54Apart from the simple non-probabilistic range for Ring et al. (2012).
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1980s and just the1990s are very similar to thosebasedondata for 1970–2009,

which demonstrates the robustness of the energy budget method.

The other three studies were of themodel–observation comparison type. The

climatemodels employedwere runusingmanydifferent combinations of ECS,

aerosol forcing and ocean heat uptake efficiency values. Each of these three

unknownparameterswas then estimated by determining howwell themodel

simulations matched historical observations of surface and ocean-layer tem-

peratures. The models used temperatures that were resolved latitudinally, at

least by hemisphere, and so were validly able to form their own estimates of

aerosol forcing.55 Ottoet al. (2013), on theotherhand, adjusted its total forcing

data to reflect satellite observation based estimates of aerosol forcing. Thus all

four studies used observationally-based aerosol forcing estimates.

All of these observational studies except Aldrin et al. (2012) used objective

statisticalmethods, which should have led to their results accurately reflecting

the data used, unlike many of the Bayesian observational studies featured in

AR4 and AR5. Although Aldrin et al. (2012) used a uniform prior for ECS, it also

gave alternative results using what appears to be a more objective Bayesian

prior for ECS.56 That best ECS estimate was 1.5◦C, with a likely range of 1.2–

2.0◦C.

Heat going into the oceans

Around the initial publication of the AR5 report in late September 2013, me-

dia attention focused on what has been dubbed the ‘hiatus’ in global warm-

ing: the fact that for 15 years the global temperature has hardly risen. Sev-

eral explanations have been suggested by the climate science community. A

favourite is that heat accumulation has continued in the ocean – indeed accel-

erated since about 2000 – and that it is not therefore possible to say that the

warming of the climate has stopped.

55Aerosols do not spread that far from where the pollution causing them is emitted, which is mostly in
the northern hemisphere. Provided temperatures are resolved at least by hemisphere, these studies
can reach well-constrained ‘inverse’ estimates of total aerosol forcing – typically similar to satellite-
observation-based estimates of aerosol forcing. If, however, only global temperature data is used it
is impossible to disentangle estimation of aerosol forcing from estimation of climate sensitivity and
ocean heat uptake efficiency.

56Auniform in 1/ECS prior, the ECS estimate usingwhich is similar to that using a non-Bayesian statistical
method.
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However, studies that use recent OHC data do take post-2000 heat inflow into

the oceans into account. For example, among the ECS estimates in Otto et

al. (2013), the one based on the most recent decade’s data is actually higher

than the ones based on the 1990s or the 1970–2009 period. While this may

seem counterintuitive, the reason is that – according to the 0–700m ocean

layer heat content dataset57 that it used (which was also used in AR5) – ocean

heat uptake was much higher in the first decade of this century than in the

previous decade.

Other OHC datasets and estimates from satellite radiative imbalance based

studies do not show an acceleration of heat uptake to such high levels in the

2000s. If Otto et al. (2013) had used one of these instead, its ECS estimate

based on 2000s data would have been in the range 1.7–1.9◦C, depending on

which particular dataset or estimate was used.

Thus these ECS estimates take the more-heat-going-into-the-ocean explana-

tion for the near standstill in global surface temperature fully into account:

although more heat going into the deep oceans might be an explanation for

the slowdownof thewarming at the surface, it does notmaterially change our

estimates of ECS. These are still far lower than the best estimate of 3◦C that has

been prevalent over the last thirty years. The hiatus does, however, decrease

estimates for the TCR, which is thought to be amore policy-relevant measure.

Best estimate

In order to calculate a ‘best observational’ estimate of ECS, it is reasonable to

take a simple average of the different observationally-based estimates in Ta-

ble 2, since all these studies use similar observational data. This gives a best

estimate for ECS of 1.75◦C and a likely range of about 1.3–2.4◦C.58 A 1.75◦C

best estimate is supported by the energy budget estimate based on AR5 data,

given above, even without scaling the AR5 aerosol forcing estimate to match

the satellite observations.

However, recognising that uncertainty arising from internal variability, mea-

surement andmodel error may be greater than that allowed for, and predom-

inantly affects the upper bound of the range, we conservatively assess the

57An update of that in Domingues et al. (2008).
58Basedon thebest estimate for Aldrin et al. (2012) employing themore objective uniform in 1/ECSprior,
marginally rounding up the resulting average best estimate, and using only the probabilistic ranges.
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likely range to be 1.25–3.0◦C, which encompasses the full 17–83% probabilis-

tic uncertainty range for each of the observationally-based estimates cited.

Now compare those figures with both the best estimate and the range in IPCC

AR4 and AR5 (see also Table 1 for the longer historical evolution of the range).

The ‘best observational’ ECS estimate of 1.75◦C is more than 40% lower than

both the best estimate in AR4 of 3◦C and the 3.2◦C average ECS of AOGCMs

used in AR5. At least as importantly, the top of the likely range for ECS of 3.0◦C

is a third lower than that given in AR5 (4.5◦C), even after making it muchmore

conservative than is implied by averaging the ranges for each of the observa-

tional estimates.

Poor estimates obscure the issue

Of course, the four studies included in Table 2 represent only a part of one line

of evidence cited in AR5 as to the value of ECS. Box 12.2, Figure 1 in AR5, repro-

duced below as Figure 2, shows the ranges frommany sources, categorised by

the line of evidence. From just looking at this figure it seems possible to un-

derstand why AR5 did not give a best estimate: the best estimates for ECS are

not clustered around a single value and many of them are outside the uncer-

tainty ranges – here 5–95% ranges, not 17–83% (‘likely’) – from other stud-

ies. The AR5 authors might not have wanted to decide that some studies are

better than others or to adjudicate between observational and model based

lines of evidence, but in our opinion using expert knowledge to weigh differ-

ent sources of evidence is exactly what an assessment is all about. Here we

present reasoned arguments for a different assessment to that in AR5.

Wewill therefore discuss the estimates in Figure 2 in somedetail, showingwhy

little weight should be put on those estimates that are inconsistent with the

likely ranges for the ‘best observational’ studies in Table 2, either because of

some identified serious shortcoming in their derivation or because they use a

method upon which AR5 itself casts doubt. In this connection, we will accept

the conclusion in AR559 that estimates of ECS based on:

• past climate states very different from today

• timescales different than those relevant for climate stabilization (e.g. cli-

mate response to volcanic eruptions)

59Section 12.5.3.
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• forcings other than greenhouses gases (e.g. volcanic eruptions or solar forc-

ing)

may differ from the climate sensitivity based on the climate feedbacks of the

Earth system today. Accordingly, so far as observational estimates of ECS are

concerned we concur with the AR5 authors that reliance should primarily be

placed on instrumental estimates based onwarming during a substantial part

or all of the period since 1850.

Instrumental estimates

The unlabelled ranges in Figure 2 are for studies cited in AR4, all of which have

already been discussed and reasons given as to why they are, with one excep-

tion, unsatisfactory. The exception is the original Forster and Gregory (2006)

range (the unlabelled solid mauve bar fourth up from the bottom of the In-

strumental section in Figure 2), the 17–83% ‘likely’ segment of which is in line

with the ‘Average’ range in Table 2.

The labelled, AR5, ranges for instrumental estimates not included in Table 2

can be dealt with as follows:60 Bender et al. (2010) is based on the response to

volcanic forcing. The Lindzen and Choi (2011) and Murphy et al. (2009) stud-

ies are based on short-term variations in TOA radiative fluxes as measured by

satellite.61 Bothof thesemethods are regarded inAR5asnotbeing satisfactory

ways of constraining ECS.62

60Only the solid line ranges in Figure 2 for Aldrin et al. (2012) and Lewis (2013), which represent the (pri-
mary/preferred)main results, are reflected in Table 2 (for Lewis (2013), after incorporating non-aerosol
forcing and observational surface temperature uncertainties); the other ranges are on different bases.
The higher, dashed, range for Lewis (2013) is based on a shorter data period and less satisfactory di-
agnostics, matching those in Forest et al. (2006), than the solid line preferred main results range, and
should be disregarded since its best-fit parameter settings are known to produce excessive simulated
warming. For Aldrin et al. (2012), the lower, dashed, range is the one using the uniform-in-1/ECS prior
discussed earlier, whilst the dash-dotted range should be disregarded as it is biased by use of an ex-
cessively negative aerosol forcing prior.

61A major uncertainty in such studies arises from the difficulty of distinguishing the effects of cloud
changes that are a response to surface temperature changes (and thus constitute feedbacks) from
independent natural internal cloud variability (which acts as a forcing). Lindzen and Choi (2011) seek
to distinguish these factors by using lagged regression; their results indicate ECS is very low. This is a
clever approach, but it is not yet clear how robust the results are. Murphy et al. (2009), using unlagged
regression, reach an estimate for ECS that is high and poorly constrained. Forster and Gregory (2006),
obtained a low (1.6◦C), well-constrained ECS estimate when using unlagged regression and almost
the same data fromwhichMurphy et al. obtained amuch higher estimate. (See footnote 43 regarding
a possible explanation for this difference.)

62Sections 10.8.2.2 and10.8.2.3 ofAR5givedetailed reasons for doubting theusefulness of ECSestimates
based on these methods.
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Figure 2: Reproduction of Box 12.2, Figure 1 from AR5

Bars show5–95%uncertainty ranges for ECS,with thebest estimatesmarkedbydots. Actual ECS
values are given for CMIP3 and CMIP5 AOGCMs. Unlabelled (thin bars) ranges relate to studies
cited in AR4.
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The remainingAR5 studies, Lin et al. (2010), Olsonet al. (2012), Schwartz (2012)

and Tomassini et al. (2007) all have identified shortcomings, set out in the Ap-

pendix, that make their estimates of ECS unsatisfactory.63

Climatological constraints

Climatological constraint studies reflect how good one or more GCMs are at

simulating various aspects of the recent climate as key model parameters are

perturbed so as to produce different model behaviour and hence ECS values.

The assumption is that from such an exercise it is possible to infer what range

of ECS is most likely. The method presupposes that by perturbing its param-

eters a GCM will be able to explore all combinations of reasonably possible

aerosol forcing and ECS values. Even if that is so, it is unclear whether compar-

isons with observations of aspects of recent climate, as opposed to climate

change, can produce reliable ECS ranges.

The Sexton et al. (2012) study involved perturbing parameters of the UK Met

Office HadCM3 climate model, generating different ECS values.64 However,

due to structural rigidities in the HadCM3 model, no matter what parame-

ter combination is used, when low ECS values are achieved by the model, its

aerosol forcing becomes very highly negative65 – a combination ruled out by

theobservational data. TheSexton studywasunable to investigate the combi-

nation of low-to-moderate ECS and low-to-moderately negative aerosol forc-

ing – the region favoured by the observational data. It is thus unsurprising

that the study rules out low ECS values. Its ECS estimate very largely reflects

the characteristics of the HadCM3model rather than the observations.

The two unlabelled AR4 studies, although differing in detail from Sexton et

al. (2012), also use the HadCM3model. Therefore, theywill likewise have been

unable to investigate the combination of low-to-moderate ECS and low-to-

moderately negative aerosol forcing. Moreover, it appears that both these

studies barely sampled ECS values below 2◦C. These two shortcomings can be

63In the case of Schwartz (2012) the criticism relates only to the section of its range for ECS that exceeds
3◦C.

64Emulation is used to extrapolate to ECS values of 2◦C andbelow, sinceHadCM3has structural rigidities
that make it unable to exhibit low ECS values no matter how its parameters are adjusted.

65See Box 1 in the document at http://niclewis.files.wordpress.com/2013/09/metoffice_response2g.pdf.
The Sexton et al. (2012) study is identical to the first stages of the Harris et al. (2013) study that it dis-
cusses, and the Harris et al. near-final posterior region in Box 1 Figure B.1 corresponds to the final
results of the Sexton et al. (2012) study.
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expected to have strongly biased upwards estimation of ECS in the two AR4

studies.

In summary, since they strongly reflect characteristics of particular GCMs, and

onlyweakly reflect observational evidence, the climatological constraint stud-

ies are of little or no value as estimates of ECS.

Rawmodel range

As the conflict between observational and AOGCM estimates of ECS is a cen-

tral issue, and AR5 also cites a related line of evidence referred to as feedback

analysis (the analysis of climate feedbacks simulated by AOGCMs), it is appro-

priate to discuss in some detail feedbacks and ECS in climate models.

It is almost universally accepted that by itself the equilibrium warming effect

of a doubling of the CO2 concentration – the amount global mean temper-

ature needs to rise for the resulting increase in emitted black-body (Planck)

radiation to offset the increase in CO2 forcing – is slightly more than 1◦C. Why

then do models have an average ECS of 3◦C? This is due to so-called ‘posi-

tive feedbacks’ caused by the initial increase in surface temperature. Positive

feedbacks amplify the warming effect of CO2. The main climate feedbacks in

the models are water vapour, lapse rate, cloud and albedo feedbacks. Wa-

ter vapour feedback is very strongly positive: a warmer atmosphere can hold

more water vapour, which itself is a powerful greenhouse gas. Water vapour

feedback is partially cancelled by the related negative lapse rate feedback:

with moister air, temperature decreases more slowly with altitude. Less snow

and sea ice cover as temperatures rise makes the Earth reflect less sunshine,

hence the albedo feedback is positive, albeit fairly weak. Together, these three

feedbacks, when aggregatedwith the basic Planck radiation change, imply an

ECS of around 2◦C.66 The excess of model ECS over 2◦C comes primarily from

positive cloud feedbacks and adjustments, with non-linearities and/or climate

state dependency also having a significant impact in some cases.

But clouds are a big headache for the modellers. It is very difficult to simulate

them, let alone to predict how they will change in the future. Observational

evidence for cloud feedback being positive rather than negative is weak, at

66Soden and Held (2006); Table 9.5 of AR5 WGI. ECS is estimated as F2×CO2
/α in accordance with Sec-

tion 10.8.1 of AR5WGI, but in this case with only the Planck, water vapour, lapse rate and albedo feed-
backs included in α; F2×CO2

is taken as 3.71 W/m2.
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best.67 Even the observational evidence for the modelled strength of water

vapour feedback is rather thin on climatic time scales.68

There is no knob for climate sensitivity as such in global climate models, but

there are many adjustable parameters affecting the treatment of processes

(such as those involving clouds) thatGCMsdonot calculate frombasic physics.

Climate sensitivities exhibited by models that produce realistic simulated cli-

mates, and changes in climatic variables over the instrumental period, are as-

sumed to be representative of real-world climate sensitivity. However, there is

no scientific basis for this assumption. An experienced team of climate mod-

ellers has written that many combinations of model parameters can produce

good simulationsof the current climatebut substantially different climate sen-

sitivities.69 They also say that a goodmatch between AOGCM simulations and

observed twentieth century changes in global temperature – a very common

test, cited approvingly in the AR4 IPCC report as provingmodel skill – actually

proves little. Models with a climate sensitivity of 3◦C can roughly match the

historical record for the global temperature increase in the twentieth century,

but only by using aerosol forcing values that are larger than observations in-

dicate is the case, by underestimating positive forcings, by putting too much

heat into the oceans and/or by having strong non-linearities or climate state

dependency.70

If there were broad agreement between AOGCMs as to the sign and – within,

say, a factor of two – the magnitude of all significant feedbacks, and as to

their spatial dependencies, and nonlinearities and climate state dependen-

cies were qualitatively similar across AOGCMs, then it would be reasonable

to place significant weight on AOGCM-based evidence about climate sensi-

tivity. However, despite model development being closely informed by di-

verse observations, that is not the case. So we think one should disregard

AOGCM-based evidence about climate sensitivity – everything shown in the

‘Rawmodel range’ section. Being only tenuously grounded in observations, it

is unclear towhat extent rawmodel ECS values qualify as scientific evidence at

all. Likewise, the related evidence as to ECS based on analyses of feedbacks in

models (discussed in Chapter 12 of AR5, but not featured in Box 12.2, Figure 1)

should be disregarded both because it is not evident that all significant feed-

back processes are included in models and because a critical part – evidence

as to cloud feedbacks – is very unsatisfactory.

67Section 7.2.5.7 of AR5.
68VonderHaar et al. (2012).
69Forest et al. (2008).
70Based on the best estimates of forcing per AR5 and best estimates of OHU using a range of OHC
datasets, this is implied by the results of Otto et al. (2013), which follow from conservation of energy.
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Palaeoclimate

Proxy-based palaeoclimate studies estimate climate sensitivity by using the

climate records of the more distant past (the last millennium, the period back

to the last glacial maximum, or even back to millions of years ago). However,

in 2007 the AR4 report concluded (Box 10.2) that uncertainties in last glacial

maximum studies were too great for them to be regarded as providing pri-

mary evidence as to ECS, and the one ECS range it gave froma last-millennium

proxy-based study only very weakly constrained ECS.71 No results from other

last-millennium studies were included in Box 12.2, Figure 1.

AR5 also discusses palaeoclimate estimates. It says of a recent review article:72

‘They estimate a 95% range of 1.1◦C–7.0◦C, largely based on the past 800,000

years. However, uncertainties inpalaeoclimate estimates of ECS are likely tobe

larger than from the instrumental record, for example, due to changes in feed-

backs between different climatic states.’ With such wide uncertainty ranges,

palaeoclimate ECS estimates contain little information.

So AR5 takes the view that palaeoclimate ECS estimates based on past climate

states that are very different from todaymay not be representative of the cur-

rent state of the climate system, and are likely to provide less good constraints

on ECS than do instrumental studies. That is broadly what AR4 said – it re-

garded palaeoclimate estimates as useful supporting information rather than

primary evidence as to the level of ECS. Accordingly, little weight can be put

on the palaeoclimate estimates.

Combination

Combination studies are estimates based on combining information from dif-

ferent methods. Of the labelled studies shown in AR5, the Aldrin et al. (2012)

ECS estimate is little different from its main instrumental estimate, while the

Libardoni and Forest (2013) and Olson et al. (2012) papers and the unlabelled

AR4 studies have serious shortcomings and their combination estimates of

ECS are all unsatisfactory (see Appendix).

71Hegerl et al. (2006). As discussed above, this study used an inappropriate uniformprior for ECS, biasing
its ECS estimate upwards.

72Paleosens Members (2012), discussed in Section 10.8.2.4 of AR5.
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Instrumental estimates are superior

So, to conclude, we think that of the three main approaches for estimating

ECS available today (instrumental observation based, palaeoclimate proxy-

observation based, andGCMsimulation/feedback analysis based), instrumen-

tal estimates – in particular, those based onwarming over a substantial period

extending to the twenty-first century – are superior by far. Observationally-

based estimates give the best indication of how our current climate has actu-

ally been reacting to the increase in greenhouse gases. Our view as to which

form of observational study provides the most reliable method of estimating

ECS is strongly supported by what Chapter 12 of AR5 has to say:73

Equilibrium climate sensitivity undoubtedly remains a key quantity, use-

ful to relate a change in greenhouse gases or other forcings to a global

temperature change. But the above caveats imply that estimates based

onpast climate states verydifferent fromtoday, estimatesbasedon time-

scales different than those relevant for climate stabilization (e.g., esti-

mates based on climate response to volcanic eruptions), or based on

forcings other than greenhouses gases (e.g., spatially non-uniform land

cover changes, volcanic eruptions or solar forcing) may differ from the

climate sensitivity measuring the climate feedbacks of the Earth system

today, and this measure, in turn, may be slightly different from the sen-

sitivity of the Earth in a much warmer state on timescales of millennia.

Furthermore, we have identified substantial shortcomings, rendering them

unreliable, in every single one of the observational estimates for ECS cited in

AR5 that are based on warming during the instrumental period other than

those included in Table 2, the latter having best estimates in the range 1.6–

2◦C. Indeed, where a study uses forcing and heat uptake estimates that are

consistent with those in AR5, that is almost bound to be the case on conser-

vation of energy grounds.74

On our reading of AR5, the IPCC scientists largely agreed with our analysis of

the observational evidence about ECS.75 However, they were stuck with the

73Section 12.5.3.
74By comparison with the results of energy budget analyses. The only exception would be if a study
produced its own properly constrained inverse estimate of the rather uncertain aerosol forcing, which
exceeded the AR5 best estimate thereof. None of the instrumental studies did so.

75TheAR5 Technical Summary justifies the reductionmade in the lower bound of the likely range for ECS
as a reflection of the evidence from new studies of observed temperature change, using the extended
records in atmosphere andocean, which suggest a best fit to the observed surface andoceanwarming
for ECS values in the lower part of the likely range.
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ECS range corresponding to CMIP5models and the lines of evidence as to ECS

derived from them and from the observationally-based estimates that we crit-

icise. In our view, the conflict between ECS estimates based on new studies of

observed temperature change over the instrumental period and those based

on models was probably the most important factor in the IPCC authors’ deci-

sion not to give a best estimate for ECS this time.

The conflict between the best estimate of ECS implied by the latest observa-

tional evidence and that based on the CMIP5 models presented the IPCC au-

thorswith adilemma. Largeparts of the IPCC reports arebuilt around the com-

puter model simulations. Almost all the projections of future climate change

are based on them, and a complete chapter is devoted tomodel performance.

Stating in the SPM that the best observationally-based estimates of climate

sensitivity now indicate a value of only 1.5–2◦C would come very close to an

admission that most of the CMIP5 GCMs, at least, substantially overestimate

ECS, which – since the projected warming towards the end of this century is

strongly correlated with ECS in the GCMs76 – would imply that policy makers

should not place reliance on longer-termmodel-based climate projections.

It appears that the IPCC authors may have decided to resolve this dilemma by

reducing the lower bound of ECS to 1.5◦C and omitting a best estimate com-

pletely. By doing this they went some way to reflect the new, lower estimates

that have beenpublished recently in the literature. Nowof course the IPCC sci-

entists are quite entitled to reach a different conclusion from us as to whether

muchweight should be placed onmodel-based ECS estimates. However they

failed to discuss this issue clearly in the SPM, thereby leaving policymakers in

the dark.

The IPCC could have said ‘there are two main methods to estimate ECS and

one–basedonobservations – indicates, using thebest quality data and sound

methodology, that ECS ismost probably 2◦C or slightly less. The other – based

onmodels – indicates it is about 3◦C.’ That would have been a step in the right

direction because at least policymakers would have been alerted that model-

based estimates are starting to deviate substantially from observational esti-

mates.

In our review comments one of us (Lewis) advised the AR5 authors to show

best estimates for both (instrumental and model based) methods separately:

76See also footnote 4.
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It is very important to keep the range for ECS estimated from observa-

tions – particularly instrumental observations, which as well as being

more accurate also relate to the current climatic conditions – separate

from that derived fromAOGCMsimulations. AOGCMsmay, directly or in-

directly, use forcing or other inputs that are not consistent with the best

current observational evidence. That is a particular concern in relation

to aerosol forcing, and also ocean effective vertical diffusivity, either or

both of which may be substantially overestimated in AOGCMs, leading

to excessive levels of ECS nevertheless producing realistic simulations of

past warming. For instance, the NASA GISS global climate models now

assume recent (2010) total aerosol forcing of −2.42 W/m2 (http://data.

giss.nasa.gov/modelforce/RadF.txt), over three times the best purely ob-

servational best estimate per AR5 of −0.73 W/m2.

Note that this comment was written in November 2012 during the review of

the SecondOrder Draft. Since then other studies (Ring et al. 2012; Lewis 2013;

Otto et al. 2013) have been published and it is now possible to give the much

better constrained likely range for ECS of 1.25–3.0◦C based on (but more con-

servative than) that derived in Table 2. The IPCC could have additionally given

a ‘best observational’ estimate of 1.75◦C or (taking into account higher esti-

mates from other instrumental studies) 2◦C. If the IPCC hadmade that change

– in linewith the best quality scientific evidence available– it would have been

picked up by all themajor news outlets in the world as one of themajor, if not

the major, outcomes of the report. And rightly so.

Unsatisfactory treatment in AR5

AR5 states in a footnote in the SPM that no best estimate for ECS can be given

this time, because of a lack of agreement on values across assessed lines of ev-

idence and studies. Explaining such an important decision only in a footnote

is unsatisfactory. Policymakers should have been given a full explanation.

Several of the underlying chapters dealwith this issue: the Technical Summary

and Chapters 9, 10 and 12. On page 84 of the Technical Summary the reduc-

tion in the lower bound of the ECS ‘likely’ range is discussed (our emphasis):

This change reflects the evidence from new studies of observed tem-

perature change, using the extended records in atmosphere and ocean.

These studies suggest a best fit to the observed surface and oceanwarming

for ECS values in the lower part of the likely range. Note that these studies

are not purely observational, because they require an estimate of the re-

sponse to radiative forcing from models. In addition, the uncertainty in

ocean heat uptake remains substantial.
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Here AR5 quite openly admits that these new (observationally-based) studies

have best estimates close to the lower bound of 1.5◦C. The new studies’ prob-

abilistic ECS ranges allow for uncertainty in ocean heat uptake, which AR5 in

fact estimates to be much less significant than uncertainty in aerosol forcing.

However, when the approved SPM was published even the full report was al-

most silent about the lack of a best estimate for ECS. The Chapter 10 section

about climate sensitivity ends with the following statement:

In conclusion, estimates of the Equilibrium Climate Sensitivity. . .based

onmultiple and partly independent lines of evidence from observed cli-

mate change, including estimates using longer records of surface tem-

perature change and newpalaeoclimatic evidence, indicate that there is

high confidence that ECS is extremely unlikely less than1◦Candmedium

confidence that the ECS is likely between 1.5◦C and 4.5◦C and very un-

likely greater than 6◦C. They complement the evaluation in Chapter 9

and support the overall assessment in Chapter 12 that concludes be-

tween all lines of evidence with high confidence that ECS is likely in the

range 1.5◦C to 4.5◦C. Earth system feedbacks can lead to different, prob-

ably larger, warming than indicated by ECS on very long timescales.

Again, a best estimate for ECS was not even mentioned. While the lack of any

detailed information in the SPM about the decision not to give a best estimate

for ECS might be argued as reflecting space limitations, the silence in the rel-

evant chapters (10 and 12) of the full report, where one would have expected

a detailed explanation about this decision, is more surprising.

However, in the final report published in January 2014 a paragraph was in-

serted into the Technical Summary discussing the fact that no best estimate

for ECS can nowbe given.77 This is quite surprising. Edits at this very late stage

aremeant to correct errors.78 The sectionexplainingnobest estimate for ECS is

not the correction of an error, it is just new text. This new paragraph, revealed

long after governments approved the SPM, says this:

In contrast to AR4, no best estimate for ECS is given because of a lack

of agreement on the best estimate across lines of evidence and studies

and an improved understanding of the uncertainties in estimates based

77The IPCCprovided a long list of substantive edits that havebeenmade after the final draft of the report:
http://www.ipcc.ch/report/ar5/wg1/docs/review/WG1AR5_SubstantiveEditsList_All_Final.pdf.

78The front sheet to the accepted final draft of the AR5 WGI report published on 30 September 2013
stated: ‘Before publication the Report will undergo final copyediting as well as any error correction as
necessary, consistent with the IPCC Protocol for Addressing Possible Errors.’
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on the observed warming. Climate models with ECS values in the upper

part of the likely range show very good agreementwith observed clima-

tology, whereas estimates derived from observed climate change tend

to best fit the observed surface and oceanwarming for ECS values in the

lower part of the likely range. In estimates based on the observedwarm-

ing the most likely value is sensitive to observational and model uncer-

tainties, internal climate variability and to assumptions about the prior

distribution of ECS. In addition, ‘best estimate’ and ‘most likely value’ are

defined in various ways in different studies.

SohereAR5finally gives someadditional explanations. The reader could, how-

ever, be wrongfooted by the remark that climate models (AOGCMs) with high

ECS values are in good agreement with ‘observed climatology’. This simply

means they simulate certain properties of the current climate quite well; it

does not mean they simulate global warming well. The authors then caveat

the observational estimates by mentioning various issues that, where signifi-

cant, are normally taken account of in sound studies.

Models overestimate recent warming

Much of the information in the AR5 report is based on simulations by the lat-

est generation of AOGCMs (the so-called CMIP5 models). More than twenty

groups around the world performed special runs of their climate models for

the AR5 report. These models simulate the warming over the past 150 or so

years and the simulations are then continued to give projections of future cli-

mate change, using different scenarios of future greenhouse gas concentra-

tions. These projections are important for policy purposes. They give an idea

of how much warming future emission paths will give rise to and therefore

how ambitious mitigation policies have to be to achieve the targets set for

maximum rises in global temperature.

The virtual climates in the GCMs turn out to be much more sensitive to CO2

and other greenhouse gases than the best observational evidence indicates

the real climate is (see Table 2). TheCMIP5models ultimatelywarmonaverage

about 3.2◦C79 when the concentration of CO2 is doubled. This is approaching

twice the level suggested by the best observational studies. By not giving a

best estimate the IPCC avoided having to reveal this difference between ob-

servational and model-based estimates of climate sensitivity.

79The CMIP5 mean ECS value rather is quoted here rather than the median, since AR5 shows means
rather than medians in its CMIP5 multimodel based projections of future warming.
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Figure 3: Modelled versus observed decadal global surface temperature

trend 1979–2013

Temperature trends in ◦C/decade. Virtually all model climates warmed much faster than the

real climate over the last 35 years. Source: http://climateaudit.org/2013/09/24/two-minutes-

to-midnight/. Models with multiple runs have separate boxplots; models with single runs are

grouped together in the boxplotmarked ‘singleton’. The orange boxplot at the right combines all

model runs together. The default settings in the R boxplot function have been used; the end of

the boxes represent the 25th and 75th percentiles. The red dotted line shows the actual trend in

global surface temperature over the same period per the HadCRUT4 observational dataset.

A lot of the recent public attention has been focussed on the slowdown of

global warming in the last fifteen years, which the climate models failed to

predict. Defenders of the models tend to admit that models have difficulties

with natural fluctuations in the climate that last for 10 to 15 years. However,

the situation ismuchworse. Virtually all themodels that the IPCC uses in its re-

port have been running too hot over periods as long as 35 years, long enough

to judge them on a climatic timescale (see Figure 3).80

80The 1979–2013 observed global temperature trends from the three datasets used in AR5 are very
similar; the HadCRUT4 trend shown is the middle of the three. Several bloggers have recently
shownexcessivemodelwarmingover various periods, for example SteveMcIntyre http://climateaudit.
org/2013/09/24/two-minutes-to-midnight/, Lucia Liljegren http://rankexploits.com/musings/2013/
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Note that Figure 3 is from a blog article. Nowhere in AR5 is a similar graph

available. The one that comes closest is Figure 1 from Box 9.2, reproduced

here as Figure 4.

Figure 4: Frequency distribution of trends in global mean surface tempera-

ture from 114 CMIP5 model runs

Model runs are grey bars for the periods (a) 1998–2012, (b) 1984–1998, (c)1951–2012. The com-

parison is with the uncertainty range for the observed trend per the HadCRUT4 dataset (red,

hatched) over the same periods. Reproduced from AR5, Box 9.2, Figure 1.

In this figure the IPCC attempts to show that the recent hiatus is more to do

with choosing the hot El Niño year 1998 as a starting point. Panel (a) shows

that CMIP5models overestimate theHadCrut4global temperature trend since

1998. However in panel (b) one can see thatmodels tend tounderestimate the

observations in the period 1984–1998. So the message is: if you look at short

periodsof 15 years themodels are sometimes toohot and sometimes too cold.

Panel (c) then suggests models are performing well on a longer timescale, in

this case 60 years. That is not surprising, since models are likely to have been

tuned so that they provide a reasonablematch to the global surface tempera-

ture rise over the historical simulation period, most of which occurred after

1950. The discrepancy between models and observations over the last 35

years is conveniently not shown. This period is long enough to be relevant

for climate.

So models overestimate the warming of the real climate in the last 35 years

by 50%. And the samemodels have ECS and TCR values that are considerably

leaked-spm-ar5-multi-decadal-trends/ and Roger Pielke Jr. http://rogerpielkejr.blogspot.nl/2013/09/
global-temperature-trends-and-ipcc.html. A recent commentary in Nature Climate Change by Fyfe et
al. (2013) reached similar conclusions.
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higher than estimates based on observations indicate. Both these important

observations were not made explicitly by the IPCC in AR5.

Transient climate response in AR5

So far we have mainly discussed the scientific evidence for estimates of ECS.

But it takes centuries to millennia before the climate system reaches a new

stateof equilibriumand therefore climate scientists tend to regardTCRasmore

policy relevant. Andrews and Allen (2008) wrote that ‘TCR is also the key de-

terminant of climate change during the 21st century’.81

AR5 showed in its Figure 10.20(a), reproduced as Figure 5 here, a range of

observationally-based TCR estimates. One of us (Lewis) has written a critical

analysis ofmanyof these TCR studies.82 It finds serious faultwith all the studies

other thanGillett et al. (2013), Otto et al. (2013) and Schwartz (2012). The anal-

ysis notes that the individual CMIP5 model observationally-constrained TCRs

shown in a figure in the Gillett et al. (2013) study imply a best estimate for TCR

of 1.4◦C, with a 5–95% range of 0.8–2.0◦C.83 TheOtto et al. (2013) TCR range of

0.9–2.0◦C using 2000–2009 data has a best estimate of 1.3◦C, compared with

slightly over 1.35◦C using the lower signal-to-noise ratio 1970–2009 data. The

Schwartz (2012) range is marginally lower at 0.85–1.9◦C, with a best estimate

of 1.3◦C. A best estimate for TCR of 1.3◦Cwas also derived earlier in this report

(see page 25) from an energy budget analysis using a 1995–2011 final period

andAR5 forcingestimates.84 There is adetaileddiscussionof that estimate and

of the observational TCR estimates cited in Figure 10.20(a) of AR5 in a post at

the Climate Audit blog.85

The ‘likely’ range for TCR given in AR5 is 1–2.5◦C, with TCR ‘extremely unlikely’

to exceed 3◦C. That represents only amarginal reduction compared with AR4,

where TCR was assessed to be ‘very likely’ to lie in the range 1–3◦C. No best

81However, whilst this is almost true by definition for the real climate system, in CMIP5 models it is not
clear that TCR provides a better guide than ECS to projected warming towards the end of this century,
when both are scaled optimally.

82See http://niclewis.files.wordpress.com/2013/11/ar5_tcr_estimates2.pdf.
83As well as being based on regressions on a model-by-model basis rather than a single regression in-
corporating all models at once, this range does not allow for as wide a range of uncertainties as the
range shown in Figure 5.

84With aerosol forcing scaled to match the mean of the satellite observation estimates used in forming
the AR5 range for estimated aerosol forcing; without such scaling the TCR best estimate is 1.36◦C.

85http://climateaudit.org/2013/12/09/does-the-observational-evidence-in-ar5-support-itsthe-cmip5-
models-tcr-ranges/
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Figure 5: Transient climate response distributions estimated from observa-

tional constraints

Reproduced from AR5, Figure 10.20(a). Bars show 5–95% uncertainty ranges for TCR.

estimate for TCR was given in either report. However, a best estimate of 1.3

or 1.4◦C for TCR (depending onwhether aerosol forcing is scaled tomatch the

satellite observation derivedbest estimate thereof or not) canbederived from

information86 in theAR5 SPMabout changes over 1951–2010, awell-observed

period.

86Dividing the mid-range estimated contributions per Section D.3 of the SPM of greenhouse gases
(0.9◦C) and other anthropogenic forcings (−0.25◦C) to global mean surface temperature over 1951–
2010, totalling 0.65◦C, by the estimated change in total anthropogenic radiative forcing between 1950
and 2011 of 1.72W/m2 per Figure SPM.5, reduced by 0.04W/m2 to adjust to 1951–2010, implies a TCR
of 1.4◦C after multiplying by an F2×CO2

of 3.71 W/m2. When instead basing the estimate on the lin-
ear trend increase in observed total warming of 0.64◦C over 1951–2010 per Jones et al. (2013) – the
study cited in the section to which the SPM refers – (the estimated contribution from internal variabil-
ity being zero) and the linear trend increase in total forcing per AR5 of 1.75 W/m2 the implied TCR is
also 1.4◦C. Scaling the AR5 aerosol forcing estimates tomatch themean satellite-observation-derived
aerosol forcing estimate would reduce the mean of these two TCR estimates to 1.3◦C.
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All the good quality observational evidence thus supports a best estimate for

TCRof between1.3 and1.4◦C;87 taking themid-point of 1.35◦C seemsmost ap-

propriate. Based on 5–95% ranges for the Gillett et al. (2013), Otto et al. (2013)

and Schwartz (2012) studies – faults having been found with all the other es-

timates shown in Figure 10.20(a) of AR5 – a ‘likely’ range for TCR of 1–2◦C ap-

pears suitably conservative.88

By contrast, CMIP5 climatemodel TCRs areonaverage35%higher than1.35◦C,

at 1.8◦Cor so,with theTCR forparticularly sensitivemodels substantially higher

than that (the UK Met Office HadGEM2-ES model has a TCR of 2.5◦C).

Figure 6 compares the best empirical estimate for TCR with the TCR values of

the 30 climate models covered in AR5 Table 9.5. There is an evident mismatch

between the observational best estimate and themodel range. Nevertheless,

AR5 states (Box 12.2) that:

. . . the ranges of TCR estimated from the observed warming and from

AOGCMs agree well, increasing our confidence in the assessment of un-

certainties in projections over the 21st century.

How can this be a fair conclusion, when the average model TCR is 35% higher

than an observationally-based best estimate of 1.35◦C, and almost half the

models have TCRs 50%ormore above that level? The IPCC obscured this large

discrepancy between models and observations by not showing a graph like

our Figure 6 and by a misleading statement in the full report.89

What will the future bring?

In the SPM, the AR5 report presented projections for global surface tempera-

ture increase through to 2100 based on four scenarios for future greenhouse

87Although not a peer reviewed result, it is worth noting that the well-respected climate scientist Isaac
Held argues that TCR is unlikely to exceed 1.8◦C, and puts forward a best estimate of 1.4◦C. See http:
//www.gfdl.noaa.gov/blog/isaac-held/2012/04/30/27-estimating-tcr-from-recent-warming

88Even the Otto et al. (2013) estimate based on 1970–2009 data, which gives the widest (0.7–2.5◦C) of
the 5–95% ranges from the three named studies, gives a 17–83% ’likely’ range of 1.0–1.9◦C.

89http://climateaudit.org/2013/12/09/does-the-observational-evidence-in-ar5-support-itsthe-cmip5-
models-tcr-ranges/
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Figure 6: Transient climate response distribution for CMIP5 models

Models per AR5 Table 9.5. The bar heights show howmany models in Table 9.5 exhibit each
level of TCR.

gas emissions and hence concentrations. These projections are based on sim-

ulations by the CMIP5 AOGCMs. Figure 7 below shows (reproduced from Fig-

ure SPM7) the projections for two of the scenarios. RCP8.5 is the highest sce-

nario and RCP2.6 is the lowest. Recent increases in greenhouse gas concentra-

tions havebeen close to those in themiddle two scenarios, RCP4.5 andRCP6,90

although emissions appear to have been increasing at a rate at or above that

per the RCP8.5 scenario.

The CMIP5 models estimate warming over the next two decades as a range

of 0.48–1.15◦C, over all scenarios.91 In the AR5-WG1 final draft, however, that

estimate was reduced by 40% to 0.3–0.7◦C, apparently recognising that over-

all themodels werewarming unrealistically quickly. Inconsistently, no change

was made to the longer-term GCM projections. That results in a jump in pro-

jected temperatures between 2016–2035 and 2046–2065.

90Emissions, and the resulting greenhouse gas concentrations, do not diverge significantly between the
RCP4.5 and RCP6 scenarios until after 2050.

912016–2035 relative to 1986–2005.
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Figure 7: Projected global temperature changes over the rest of the century

Reproduced fromAR5, Figure SPM.7. Temperature changes are from the 1986–2005mean, which

was 0.6◦C above preindustrial (taken as the 1850–1900 mean global surface temperature). The

figures denote the number of models involved.

Observationally-based vs. model projected warming

Aswewill show, themeanCMIP5projectedwarming to2081–2100 is far above

warming projected using the ‘best observational’ estimate for TCRwe derived

earlier.92 In Table 3 we show for each scenario the amount of warming pro-

jected in AR5 up to 2081–2100, based on the different scenarios that the IPCC

uses, from a baseline of 1850–1900 and also from2012 (after deducting actual

warming from 1850–1900 to 2012). The first two columns show the average

warming projected by the CMIP5 climatemodels. The next two columns show

thewarmingbasedon thebest observational estimate for TCRof 1.35◦C. These

numbers scale the TCR estimate pro rata to the projected increase in total forc-

ing from2012until 2081–2100oneach scenario and thenaddanallowance for

currently unrealisedwarming frompast greenhouse gas increases plus, where

relevant, the amount ofwarmingup to 2012. The rightmost column shows the

ratio of CMIP5-model to observational-TCR based warming from 2012.

92The global warming estimates are based on multiplying the TCR estimate of 1.35◦C by the change in
total forcing on each scenario between 2012 and 2081–2100 per the RCP forcings dataset, and adding
0.15◦C for unrealisedwarming attributable to existing forcing, which as at 2012washeating theocean,
becoming realisedby2081–2100. These TCR-basedprojections are consistentwithmore sophisticated
calculations using a 2-boxmodel. Using themean temperature for the decade ending in 2012 instead
of that for 2012 would make no difference.
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Table 3: Global warming up to the late twenty-first century

Scenario Warming in 2081–2100 based on: Ratio of CMIP5-

CMIP5models TCR of 1.35◦C to TCR-based
◦C ◦C ◦C ◦C warming

Baseline 1850–1900 2012* 1850–1900* 2012 2012

RCP2.6 1.6 0.8 1.0 0.2 3.4×

RCP4.5 2.4 1.6 1.6 0.8 2.0×

RCP6.0 2.8 2.0 2.0 1.2 1.7×

RCP8.5 4.3 3.5 2.9 2.1 1.7×

*To minimise rounding discrepancies, 0.8◦C has been deducted from the CMIP5 global
mean surface temperature projected warming from 1850–1900 (taken as representing
preindustrial conditions) to obtain warming from 2012, and 0.8◦C added to the warming
based on TCR from 2012 to obtain warming from 1850–1900. But the unrounded 0.76◦C
temperature rise from 1850–1900 to 2012 per HadCRUT4 has been used to compute the
ratios of CMIP5 model to TCR-based warming.

It can be seen that the climate models greatly overestimate the amount of

warming in the future relative to what a best observationally-based estimate

of TCR implies. Comparing the two sets of projections of futurewarming (from

2012 to 2081–2100), and excluding the low RCP2.6 scenario, themodel-based

projected warming is between 1.7 and 2.0 times higher than the projected

warming based on the best observational estimate of TCR. On the RCP6.0 sce-

nario and using the TCR-based method, total warming in 2081–2100 would

still be around the international target of 2◦C, with a rise of 1.2◦C from 2012

rather than the 2◦C rise projected by the GCMs.

This exercise reveals a fact that is not evident from AR5: many CMIP5 models

simulate faster increases in global surface temperature, particularly in the fu-

ture, than the model TCR values indicate. While the average model TCR value

is 1.8◦C or so – 35% higher than our best observational estimate for TCR of

1.35◦C, the rise in temperature over the rest of this century projected by the

CMIP5models ismuchmore than 35%higher than that projected on the same

scenarios based on a TCR of 1.35◦C. Using data on simulated warming over

similar periods for all the CMIP5models analysed in Forster et al. (2013), model

average effective TCRs of 2.0◦C over the instrumental period, and 2.2◦C from

the 2000s to the 2090s, can be estimated.93 Figure 8 shows these TCR values.

93 Effective TCRs over the instrumental period (effective historical TCRs) are estimated for each model
as the average of the simulated global surface temperature increases from the start of the simulation
(1850 or 1860) to 2001–05 per the historical run and to 2008–12 per the RCP4.5 run, divided by the
average increase in total forcing on the RCP4.5 scenario per the RCP dataset over the same periods,
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The relationship in many models of effective TCR to the actual model TCR is

not stable, and for a majority of models is higher in the twenty-first century.

Figure 8: Effective TCRs for CMIP5 models analysed in Forster et al. 2013

The salmon bars showmodel TCRs, estimated as per the definition of TCR, by increasing the CO2

concentration in the model by 1% p.a. for 70 years. The blue bars show TCR estimates based on

model simulations over the instrumental period, to 2001–12, i.e. ‘effective historical’ model TCRs.

Themagentabars showTCRestimates basedon the subsequent change inmodel-simulated tem-

peratures to 2091–99on the RCP8.5 scenario, i.e. ‘effective future’model TCRs. See footnote 92 for

details of their calculation. The multimodel means are shown at the right. The horizontal green

line shows the observationally-based TCR best estimate of 1.35◦C.

There are probably several reasons for this behaviour. One is that in typical

CMIP5models more warming-in-the-pipelinemaywell emerge between now

and multiplied by an F 2×CO2 of 3.71 W/m2 to convert to an effective TCR. The effective TCRs from
the 2000s to the 2090s are calculated similarly, based on the subsequent changes in model-simulated
temperature to 2091–99 on the RCP8.5 scenario and the corresponding change in mean total forcing
on the RCP8.5 scenario per the RCP dataset. Each of the model temperature changes in that future
period has been reduced by 0.15◦C to allow for the rise that it is estimated would occur in the real
climate system by the 2090s in response to past forcing increases even without any future increase in
forcing. These two definitions of effective TCR comply reasonably with the generic TCR definition in
AR5 Section 10.8.1 provided of the order of 0.15◦C warming-in-the-pipeline emerges in the models.
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and 2091–2099 than the amount implied by the observationally-based ECS

and TCR best estimates. Another is that in somemodels effective climate sen-

sitivity increases during the first century of simulated warming, reflecting cli-

mate state dependency and/or non-linearities in model response. A third is

that under the RCP scenarios aerosol emissions are projected almost to halve

by 2100 at the same time as greenhouse gas emissions increase strongly. This

means that models generating values for aerosol forcing that are higher than

per the RCP forcing dataset estimateswill simulate a smaller past increase, but

a greater future increase, in total forcing than the RCP forcings dataset. Had

the RCP forcings used in these calculations been adjusted to be consistent

with the best estimates in AR5, which would primarily involvemaking aerosol

forcing less negative,94 the average excess of estimatedmodel effective future

TCRs over effective historical TCRs would have been considerably greater.

Conclusions

Climate science has been under attack in recent years. A major blow to the

credibility of the field was Climategate, the hacking of thousands of emails

of scientists working at the Climatic Research Unit at the University of East

Anglia, among them several lead authors of IPCC reports. The emails showed

some of the scientists were trying to keep sceptical studies out of the peer-

reviewed literature and IPCC reports and that they were obstructing Freedom

of Information requests. Soon afterwards errors were discovered in the AR4

report, of which the melting of the Himalayan glaciers in 2035 was the most

visible. All of the errors made climate change ‘worse’, indicating a bias in the

IPCC process.

The climate science community insisted that the errors were all in the Work-

ing Group II report, which focuses on the impacts of climate change, and that

no errors were found in the Working Group I scientific report. Even the Inter-

Academy Council, which investigated the IPCC process,95 concluded that the

key findings of the report were still valid: the climate is changing and humans

are the cause.96

The Working Group I reports contain few outright errors of the magnitude of

the one relating to the Himalayan glaciers. Inadequacies in its assessment are

94The intermittent volcanic forcingwould have had to be strengthened, but that would have little effect
on the calculation.

95http://reviewipcc.interacademycouncil.net/
96A curious conclusion as the IAC was not asked to review the science but only the IPCC process and
organisation.
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more subtle but can also be far more important. In this report we have shown

that the AR4 report in 2007 misrepresented an important observational es-

timate for climate sensitivity, thereby suggesting a higher value for climate

sensitivity than the original research indicated and thus making the climate

change problem seem ‘worse’. Perhaps more importantly, this episode sug-

gests that IPCC authors did not have an adequate grasp of the Bayesian statis-

tical methods used in estimating climate sensitivity.

In the recently released AR5 report the IPCC had the chance to bring policy-

makers some good news. The highest quality observational evidence indi-

cates climate sensitivity is probably close to the lower bound of the range for

climate sensitivity that has beenprevalent over the last thirty years, andbelow

the increased lower bound set in the AR4 report. However, as we have shown,

the IPCC did not report this news in the clearest possible terms.

IPCC lead authors are bound by the limits of the IPCC process. The IPCC guide-

lines say that the purpose of the IPCC is ‘to assess on a comprehensive, objec-

tive, open and transparent basis the scientific, technical and socio-economic

information relevant to understanding the scientific basis of risk of human-

induced climate change’.97 ‘Comprehensive’ means that the authors have to

take all the published literature into account, save where it has been super-

seded or shown to be doubtful. This is what the IPCC authors did in AR5, in-

cluding climate sensitivity estimates from a large number of published stud-

ies (see our Figure 2), including many that we believe are unsatisfactory. They

did, however, focus on information provided by recent (instrumental period)

observations of changes in, primarily, temperature and also recognised that

constraining aerosol forcing and ocean heat uptake was critical to estimating

ECS. We agree, but would add the requirement that the methodology be sta-

tistically sound. For many studies this was not the case.

In our view, the observational assessments of ECS and TCR in AR5 should ac-

cordinglyhavebeen informedprimarilyby thoseestimatesbasedonobserved

changes in temperature over the instrumental period that incorporated ade-

quate, observationally based constraints on aerosol forcing and (for ECS esti-

mates) ocean heat uptake, and used sound methodology, particularly as re-

gards statistical methods. That would have meant discounting every one of

the high ECS and TCR estimates included in respectively Figures 2 and 5. The

studies that qualified would have supported observationally-based best es-

timates for ECS and TCR substantially below the average values exhibited by

97http://www.ipcc.ch/organization/organization_history.shtml.
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global climate models, and a lower observationally-based range for ECS than

the AR5 range.

We have speculated about the reasons for the decision not to give a best es-

timate for climate sensitivity in AR5. The growing discrepancy between esti-

mates based on models versus those based on observations seems to be at

the heart of the matter. It seems likely that the IPCC did not want to put the

spotlight on this discrepancy as it would suggest that policy makers should

regard projections by the models of future climate change with suspicion.

The IPCC process of being ‘comprehensive’ allows the authors to stay away

from the clear statement that we have made in this report, namely that the

best evidence suggests climate sensitivity is close to the reduced, 1.5◦C, lower

bound. Figure 2 (IPCC Figure 1 in Box 12.2) gives the impression that even

just taking the observational studies, many supportmuch higher values of cli-

mate sensitivity. We have shown the weakness in these studies. However, if

their weaknesses have not been documented in peer reviewed papers, it is

difficult for IPCC authors to reject individual studies out of hand. In this case

‘bad papers’ and those using model-based aerosol forcing estimates helped

to obscure the issue, leading to a wider spread of observational estimates of

climate sensitivity.

In conclusion, we believe that, due largely to the constraints imposed by the

climate-model-orientated IPCC process, the WGI report and the SPM failed to

provide an adequate assessment of climate sensitivity – either ECS or TCR –

arguably the most important parameters in the climate debate. In particular,

it did not draw out the divergence that has emerged between ECS and TCR

estimates based on the best observational evidence and those embodied in

global climate models.
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Appendix

Critiques of some observationally-based ECS

estimates featured in AR5 Box 12, Figure 1

Libardoni and Forest (2013) – Combination

This model–observation comparison Bayesian study (actually a corrigendum

to a studyoriginally published in 2011) uses an informative ‘expert’ prior distri-

bution for ECS and an inappropriate uniform prior distribution for ocean heat

uptake efficiency (the square root of ocean effective diffusivity, Kv). Use of

such prior distributions will have biased, most probably upwards, the study’s

ECS estimate. Using one surface temperature dataset, Libardoni and Forest

find ECS to be lower, K
v
to be completely unconstrained, and aerosol forcing

to be more negative, than the other two datasets are used. Yet with green-

house gas forcing being offset to a greater extent by negative aerosol cool-

ing andmore heat being absorbed by the ocean, energy conservation implies

that ECSwouldneed tobe significantly higher tomatch the twentieth-century

rise in global temperatures, not lower. Since the Libardoni and Forest results

thereby defy conservation of energy, they should be discounted. Although

various errors pointedout in Lewis (2013)were addressed in this corrigendum,

at least onewas incorrectly dealtwith, and theunsatisfactoryway surface tem-

perature data was used (see Lewis, 2013) was not altered, which may account

for these problems.

Lin et al. (2010) – Instrumental

Although this study is dealtwith inAR5alongside studies that involve satellite-

measured interannual and interseasonal changes in TOA radiative imbalance,

it is really an energy budget study that uses numerical solutions of an en-

ergy balance model. The recent TOA imbalance is derived from an outdated

AOGCM-derived Earth system heat uptake/TOA radiative imbalance estimate

(Hansen et al. 2005) of 0.85 W/m2, taken as applying over the final decade of

the 1885–2005 period used. That heat uptake is twice as high as the best es-

timate per AR5 over the same decade. Moreover, no allowance is made for

heat inflow into the ocean at the start of the 120-year period. Themethod and

model used, in particular the treatment of heat transport to the deep ocean,

is difficult to follow and appears non-standard. In view of the greatly exces-

sive system heat uptake estimate used and the questionable methodology, it
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is difficult to regard the results of this study as constituting a realistic estimate

of ECS. The IPCC authors evidently also had doubts about this study’s ECS es-

timate; its range is marked as being incomplete at both high and low ends.

Olson et al. (2012) – Instrumental and combination

This model–observation comparison Bayesian study estimates ECS, ocean ef-

fective diffusivity and an aerosol-forcing scaling factor, using only global tem-

peratures and a wide uniform prior on the aerosol-forcing scaling factor. That

is an unsatisfactory method. Since greenhouse gas and aerosol forcing histo-

ries are extremely closely correlated (negatively), one canobtain agoodmatch

to historical global temperatures with a wide range of suitable combinations

of ECS and aerosol forcing strength. That problem results in the study’s esti-

mated PDF for ECS being almost unconstrainedwhen using uniform prior dis-

tributions, which biases its ECS estimate upwards. The use of 0–700-m ocean,

as well as surface, temperature changes provides only a very weak constraint

onwhat ECS–aerosol-forcing combinations are feasible. Ozone forcing, which

is significantly positive, was omitted: that can be expected to have increased

the estimate of ECS substantially. Given all these problems, the Olson et al. in-

strumental ECS estimate cannot be regarded as realistic.

Olson’s PDF and range for ECS shown under combination estimates is dom-

inated by a non-uniform prior distribution for ECS that matches high AR4-

era estimates for ECS, including from AOGCMs, as represented in Knutti and

Hegerl (2008). Since the study’s combination ECS estimate is dominated by an

initial distribution based on AR4-era ECS estimates, it should not have been

treated in AR5 as if it were an independent observationally-based estimate.

TheOlsonet al. combinationestimate for ECS should thereforebedisregarded.

Schwartz (2012) – Instrumental

This study derived ECS from changes up to 2009 in observed global surface

and 0–700-mocean layer temperatures, and changes in forcing based on forc-

ing histories used in historical model simulations. Two methods were used.

One was zero-intercept regression of temperature change on forcing minus

heating rate, fitted to post-1964 data. Whilst this approach appears reason-

able in principle, subject to the forcing andOHChistory estimates being realis-

tic, the regressions are very noisy. No allowancewasmade for heat inflow into
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the ocean in the late nineteenth century (estimated in Gregory et al. 2002, to

be non-negligible); that can be expected to have biased upwards its estimate

of ECS slightly. For two of the six forcing datasets used, the regressions did not

explain any of the variance in the temperature data – their R2 valueswere neg-

ative. ECS best estimates derived from the other four forcing datasets varied

between 1.1◦C and 2.6◦C.The mean R2 value for their regressions approached

a value of 0.5. The second method derived ECS by combining the results of

similar regressions (but without deducting the heating rate from forcing) with

an observationally-estimated heat uptake coefficient. These regressions gave

significantly higher R2 values. The second method gave similar results for the

four forcing datasets for which the first method provided a valid estimate of

ECS, with an overall range (allowing for regression uncertainty) of 1.07–3.0◦C.

Afifth forcingdataset, whichgave apositive R2 only for the regression inwhich

the heating ratewas not deducted, gave an ECS estimate using thismethod of

4.9±1.2◦C. That accounts for the ECS range for this study given in Box 12, Fig-

ure 1 of AR5 extending up to 6.1◦C. The regression R2 for this forcing dataset

was low (0.29) and the study concluded that the forcing dataset was inconsis-

tent with an energy balance model for which the change in net emitted irra-

diance at the top of the atmosphere is proportional to the increase in surface

temperature. The 3.0–6.1◦C segment of the ECS range given for this study in

AR5 relates entirely to this one forcing dataset and, in view of the problems

with it, should be regarded as carrying significantly less than the one-fifth to-

tal probability that would otherwise naturally be assigned to a part of a range

that related only to one out of five datasets.

Tomassini et al. (2007) – Instrumental

The Tomassini et al. model–observation comparison study involved a com-

plex subjective Bayesian method. For ECS, a set of priors varying between a

uniform prior and a deliberately informative lognormal prior with a mean of

3◦C, both restricted to the range 1–10◦C, were used. A very inappropriate uni-

form prior was employed for ocean effective diffusivity (K
v) – the square of

ocean heat uptake efficiency. The choices of prior for ECS and Kv will both

have biased upwards the estimate of ECS. Although themethod used encom-

passes inverse estimation of aerosol forcing via a scaling factor, only global

mean observational temperature data is used, so the inverse estimate arrived

at will be unreliable. The very high (negative) correlation between the time

evolution of greenhouse gas and aerosol forcings on a global scale makes it

impossible robustly to distinguish betweendifferent combinations of ECS and
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aerosol forcing values that each satisfy the energy budget constraint. The pos-

terior distribution forKv
ismultiply peaked, which should not be the case. The

trace plot of the Markov chain Monte Carlo sample used to estimate the pa-

rameters reveals instability not only as towhatK
v values are favouredbut also

as towithwhat combination of ECS and (indirect) aerosol forcing. In some sec-

tions of the plot it is not obvious that the combination of Kv
, ECS and aerosol

forcing values is consistent with conservation-of-energy constraints. In view

of all these issues the ECS estimates from this study should be discounted.

Unlabelled AR4 combination studies

The first unlabelled AR4 study range shown in AR5 Box 12.2, Figure 1 is from

Annan and Hargreaves (2006), which is based on a combination of estimates

from a last glacial maximum palaeoclimate study and from a study based on

the response to volcanic eruptions, using a prior (initial) distribution which

peaks at 3◦C and has a 2.5–97.5% range of 1–10◦C. Since AR5 deprecates ECS

estimates based on both these methods and also because the prior distribu-

tion used strongly favours high ECS values, no weight should be put on the

results. The other unlabelled AR4 range is from Hegerl et al. (2006), which

combined its own last-millennium proxy estimate with an instrumental es-

timate from a modified version of Frame et al. (2005). Problems with these

studies, in particular Frame et al. (2005), were described above in the context

of the PDFs in Figure 9.20 of AR4. The Aldrin et al. (2012) combination esti-

mate,which likewiseuses a last-millenniumproxy-basedestimate fromHegerl

et al. (2006), gives a much lower and better constrained ECS range – showing

that the palaeoclimate estimate used has little influence – and is much to be

preferred.

57



Glossary/list of acronyms

AOGCM Atmosphere–ocean coupled general circulation model

AR4 IPCC fourth assessment report, published in 2007

AR5 IPCC fifth assessment report, published in 2013/2014. Ex-

cept where the context requires otherwise, references to

AR5are to thefinalised versionof theAR5WorkingGroup I

report.

Best estimate This refers to the median estimate, unless otherwise

stated.

CMIP3 models Generation of AOGCMs used to provide simulation runs

(CMIP3 runs) for AR4.

CMIP5 models Generation of AOGCMs used to provide simulation runs

(CMIP5 runs) for AR5.

ECS Equilibrium climate sensitivity, the change in the annual

mean global surface temperature, once the deep ocean

has come into equilibrium, following a doubling of the at-

mospheric carbon dioxide concentration (or a change in

the overall mixture of greenhouse gases that causes the

same change in forcing). It does not reflect adjustment

by components of the climate system with even slower

timescales (e.g. ice sheets or vegetation).

Effective climate

sensitivity

Anestimateof equilibriumclimate sensitivity that is evalu-

ated from non-equilibrium conditions. The two terms are

treated in this report as synonymous, and both referred to

as ECS, as is generally the case in AR5.

Forcing See RF.

GCM General circulation model, a mathematical model of the

general circulation of a planetary atmosphere(or some-

times ocean). Also referred to, along with AOGCMs, as

global climate models.

IPCC Intergovernmental Panel on Climate Change

LGM Last glacial maximum, the time of maximum extent of

ice sheets during the last glaciation, approximately 21,000

years ago
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Mean, median,

mode

Different types of central estimates for data. One obtains

the mean by adding up all the data values and then di-

viding by the number of data points. The median is the

middle value in the data set, with equal numbers of lower

and of higher values. The mode is the value that appears

most often. For continuous data, or an uncertain parame-

ter, having a probability density (PDF) rather than discrete

values, themean is derived by integrating the value of the

data or uncertain parameter over the PDF; the median is

the 50th percentile of the probability distribution, where

the probabilities of the data or uncertain parameter hav-

ing higher or lower values are equal (the value at which

the area under the PDFwith higher values equals the area

under it with lower values); and the mode is the value at

which the PDF peak is located. Distributions for climate

sensitivity are often substantially asymmetrical (skewed).

For such distributions themedian is generally accepted as

being a better central or best estimate than the mode or

the mean.

Ocean heat up-

take efficiency

A measure of how rapidly heat is absorbed by the ocean

below the relatively shallow (averaging of the order of 100

m) mixed layer. For a diffusive ocean model the relevant

efficiency measure is the square root of ocean effective

vertical diffusivity.

OHC Ocean heat content, the heat stored in the ocean.

PDF Probability density function, a function that describes the

relative likelihood for a variable to take on a given value.

The function integrates to unity over the entire range that

the variable may possibly take, and its integral (the area

under the PDF) over any sub-range indicates the proba-

bility that the actual value of the variable lies within that

sub-range.
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RF Radiative forcing (often just forcing), the change in TOA

net radiative balance caused by a change in CO2 concen-

tration or in any other external driver of climate change. It

is expressed in units of watts per square metre (W/m2 or

Wm−2). The term is used in this report, as in AR5, to refer

to effective radiative forcing (ERF), a concept that includes

the effects of rapid non-surface temperature climate sys-

tem adjustments to the change in radiative forcing.

SPM Summary for Policymakers (pertaining to AR5WGI, unless

the context requires otherwise).

TCR Transient climate response, defined as the change in the

global mean surface temperature, averaged over a 20-

year period, centred at the time of atmospheric carbon

dioxide doubling, in a climate model simulation in which

CO2 increases at 1% per annum compound, which takes

70 years. The value of TCR can be derived using a differ-

ent rate of increase in CO2 over 70 years, by scaling the

change in global temperature inversely. TCR can be more

easily estimated than ECS, and is more relevant to projec-

tions of warming – although not sea level rise – over the

rest of this century.

TOA Top-of-atmosphere.

Troposphere The lowest part of the atmosphere, from the surface to

about 10 km inaltitudeatmid-latitudes,where clouds and

weather phenomena occur. Above the troposphere lies

the stratosphere.

WGI IPCC Working Group One
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